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ABSTRACT 

In digital communications source coding is indispensable to 
achieve a high bandwidth efficiency in applications where 
bandwidth is a limited resource. Usually these source coding al- 
gorithms determine speech or audio parameters which are highly 
sensitive to transmission errors. 

This paper deals with an error concealment technique that bene- 
fits from residual redundancy remaining after source coding. Due 
to delay and complexity constraints a certain amount of inter-frame 
as well as intra-frame correlation between source codec parame- 
ters remains which might be exploited to enhance the subjective 
audio quality. 

In this contribution we propose an algorithm which is able to 
utilize both types of redundancy if the source parameters exhibit 
a two-dimensional Markov property. Actually, this approach is 
nearly optimal in the Minimum Mean Square Error (MMSE) sense 
but much less complex compared to the optimal estimator. 

1. INTRODUCTION 
Error concealment techniques are necessary if transmission er- 

rors may occur and if channel codes are not able to remove all of 
them. Usually, due to fading, multipath propagation and Doppler 
spread transmission errors are almost unavoidable in systems like 
digital audio broadcasting (DAB) or digital mobile communica- 
tions (GSM). Speech or  audio parameters determined by source 
coding algorithms are very vulnerable against channel noise and 
hence residual bit errors in the received parameters can result in 
extremely annoying artifacts. 

In general, source codecs reduce redundancy, but due to delay 
and complexity constraints the source parameters will still exhibit 
considerable redundancy, either in terms of a non-uniform distri- 
bution or due to inter- and intra-frame correlation. As already in- 
dicated by Shannon [ I ]  this residual redundancy can be exploited 
at the receiver to enhance the disturbed signal. 

Recently, we have proposed an approach to error concealment 
by softbit parameter estimation [2, 3, 41. Reliability information 
gained from a soft-output channel decoder [S, 61 is combined with 
a-priori knowledge about statistical properties of the source to es- 
timate the codec parameters. 

In the first approaches [ 2 ,  31 parameter estimation was exclu- 
sively based on the redundancy due to the non-uniform distribu- 
tion and the inter-frame correlation. But measurements of the sta- 
tistical properties of frame-oriented compression algorithms show 
that also significant intra-frame correlation is available [4]. For 
example in modern speech codecs like the GSM-AMR (adaptive 
multi rate) split vector quantization is applied to a vector of line 
spectral frequencies (LSF). Between subsequent subvectors high 

correlation is noticable. Another example are the scale factors of 
audio transform codecs like in DAB. 

The paper is structured as follows. Firstly, we briefly describe 
a transmission system using softbit parameter estimation. In 
Section 3, we introduce the new near optimum MMSE approach 
which utilizes inter-frame as well as  intra-frame redundancy. 
In Section 4 we compare our estimator to the optimal MMSE 
estimation algorithm [4] and to the approaches described in [2,3]. 
The comparison will be done with respect to parameter SNR and 
complexity. Finally, we discuss some applications in Section 5. 

2. PARAMETER ESTIMATION 
For further considerations the transmission model depicted in 

Figure 1 is assumed. 

Figure 1: Transmission model 

At time index T a source encoder determines a set of N parame- 
ters U,,, with IE. = 1,2, . . . , N representing the index of the vector 
element according to U, = {uT, l ,  u , ,~ , .  . . , u T , ~ } .  The continu- 
ous but time discrete values U,,& are individually quantized by R, 
reproduction levels 6:) with i = 1 , 2 , .  . . , R,. The reproduction 
levels 6;' are dependent on K but not on T .  A whole set of re- 
production levels is given by UJK = { i ip) ,  G:), . . . , iiLRs)}. To 
each iit) a unique bit pattern zt),  i = 1 , 2 , .  . . , R,, is assigned 
where the length wK of xt) is usually' given by wK = logz(R,). 
The bit pattern determined from u ~ , ~  at time index T and position 
K.  is denoted by x9,i. If two or more of these u , , ~ ,  x?,h respec- 
tively, exhibit correlation properties in position K.  then intra-frame 
redundancy is utilizable and otherwise if they exhibit correlation 
properties in time T inter-frame redundancy is available. 

At time index T a set of bit combinations xr = { x ~ , ~ , z ~ ~ ,  
. . . ,x!:A}, with i = 1 , 2 , .  . . , R I ,  j = 1 , 2 , .  . . , Rz ,  . . . , k = 
1 , 2 , .  . . , R N ,  is transmitted over a channel with additive noise n 
and a possibly disturbed set z7 is received. The task of the param- 
eter estimation algorithm is to determine an estimate ii, for the 
source encoded set uT. The MMSE optimality criterion is used 
individually for each parameter E{(u,,, - -+ min. E{ . }  
denotes the expectation value. 

I If R, is not a power of 2, w, might be given by the minimum inte- 
gral number w, = [log2(RK)1. In this case Soirn.e Optirizized Clu" l  
Codes [7] can benefit from the redundancy in bit mapping. -+ zp). 
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Now. the estimation process IS Oesignea sucn mar DOtn types Or 
redundancy, intra-frame as well as inter-frame, are exploited. It is 
obvious that due to the inter-frame redundancy the entire history 
of received sets z,, zT-l ,  . . . , z1 must be taken into account. To 
simplify notation furtheron a sequence of sets is denoted by z; = 
{ Z T ~ Z T - I , . . . , Z I ) .  

The well known MMSE estimation rule can be written as 
R, 

i = l  

P(Gp)K 12;) is the conditional probability for reproduction level 
Gp)K at time index T and position n when the entire history of 
the received sets z; is given. Due to the fixed index assignment 
G;) -+ z t )  P ( U . p , $ I z ; )  is equal to the conditional probability 
P(z!"]?Iz;). Hence, the problem of estimating the optimal param- 
eter values tiT,, can be reduced to the problem of determining the 
conditional probabilities P ( z ~ ) ~ ~ z ~ )  with i = 1 , 2 .  . . R,. 

3. NEAR OPTIMUM MMSE ESTIMATION 
The formal solution for determining P(zp)Klz;) is given by the 

marginal probability of P(xllz;) f o r x t , k  = z!2:!., 

P(zgJz;) = P(x;Iz;) . ( 2 )  
Vz,,kcX;;;, t . k # T , k  

X;;; denotes the set of 5 t . k  forall possible combinations o f t ,  k .  
Of course this formal solution is by far too complex. To reduce 

the complexity we consider the entire history of transmitted bits 
z?+ and received bits z : , ~  and we take only the entire histones of 
adjacent parameters z;+, X T , , + ~  and z; , ,+~  into account 

( i )  T T 

p(zT,KIZl,K> ' l , K - l >  ';,,+I) 

T i  
= CP(z~,K,z~,K-l,z;,n+llZl,K, Z l , n - - l , Z ; , n + l ) .  ( 3 )  

V r , ~ b e X ; : ~ + ~ .  t ,k#r ,r i  

Furthermore, the marginal probability given by ( 3 )  can immedi- 
ately be evaluated for considerable parts of the entire histories. If 
Markov properties in time T and position n are assumed eq. (3) 
reduces to 

( i )  
P ( G , K I & ,  z ; , K - l , Z T , K + l )  = 

(4) R,-1,R,,Rx+l 

P(z~~,,z?~l,K,z~,),-l,z~i+llZ;,K, Z L - l , Z l , n + l ) .  
/ , k , r = l  

An efficient computation of the marginal probability (4) is pos- 
sible by using a recursive description. Hence, we apply Bayes' 
Theorem as well as the chain rule to the conditional probability 

The recursive part is given by the last term in ( 5 )  which is the 
same as the conditional probability on the left hand side of (4) if T 

is replaced by T - 1. If we consider that the channel is memoryless 

tnen tne power aensity runctron (par) in tne secona line or ( 5 )  can 
be expressed as product of independent pdfs 

( i )  (I;) 
P ( z T , K >  z T , K - I >  ~T, t i+1 l zT ,K>  z T - i , K >  

( 1 )  T )  Z T - l  Z T - l  T-1 
z T , K - l > d , K + l >  1 . K  7 l , K - l >  Z l , , + , )  (7) 

( i )  ( 1 )  ( T )  = P ( Z T , K l z T , K )  ' P ( ' T % K - ~ I ' T , K - ~ )  ' P ( Z T , K + l I z r , n + l ) '  

Each term in (7) comprises information about the channel quality 
in adjacent positions n - 1, n and n + 1 at time instance 7. 

If we apply the chain rule to the second term in ( 5 )  and if we 
assume independence of z ? ) ~ , ~ ,  x!,),-~ and z:i+l as well as a 
memoryless channel then we get 

( k )  T-1 T-1  T-1 
p ( z ~ ~ K , z ~ , ~ - l , z ~ ? + l l z r - l , n ,  Z l , n  > Z l + - l >  Z l , K + l )  

- P(~r, ,~ll~!ll)K,~~?+l,~!h-ll ,n,  Z l , ,  1 Z l , n - l ,  %+l)  
- ( I )  T - 1  T - 1  r - 1  

' P(z:?+llz:,?, zi,;', Z L L l ,  G l )  (8) 

. p(z?:K14!l,K, 21.6 , Z l , t i - l ,  Z l , K + d  
T-1 T-1 T - 1  

( 1 )  ( 7 )  (i) ( i )  (le) 
p ( z ~ , ~ - 1 ( z ! 2 : ? )  ' p ( z r , K + l l z T , K )  ' p ( z T , K l z T - l , n )  

Eq. (8) exclusively consists of a-priori informations representing 
the statistical properties of the source. Substituting eqs. (S)-(8), 
into (4) and re-ordering the sums finally results in 

P(z!"?IZ;,,, & - l ,  &+1)  = c ' P ( Z T , K I ~ ? % )  

R ,  

k = 1  

(9) 

/=I 

r = l  

Eq. (9) is an extension of the approach given in [2 ,  31. The first 
two lines exploit the inter-frame correlation as well as the non- 
uniform distribution. Furthermore there are two additional sums 
which utilize the intra-frame redundancy. Each term combines 
source dependent and channel dependent informations for one ad- 
jacent parameter z:,),,-~ and z:i+l respectively to enhance the 
estimation process. 

4. SIMULATION RESULTS 
For simulations we used the source model proposed in [4]. This 

model allows to adjust correlation properties in time T by the auto 
correlation factor p and in position K. by the cross correlation fac- 
tor S. Furthermore, in our experiments we set N = 10. The pa- 
rameters are quantized by an 16-level Lloyd-Max Quantizer using 
4 bits, i.e. R = R, = 1 6 V n .  The index assignment is opti- 
mized with respect to the MMSE. As transmission channel serves 
an AWGN channel with known E,/No.  

To demonstrate the performance of the proposed algorithm it is 
compared with known estimation techniques under noisy channel 
conditions: 

MS Mean Square estimator exploits a-priori information due to 
non-uniform distribution of the parameters. 

SBSD Sojibit Source Decoding according to [ 2 ,  31 exploits a- 
priori information due to non-uniform distribution and 
inter-frame correlation. 
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vx uIJLllllul G ~ ~ ~ ~ ~ ~ d ~ ~ ~  ~ L L U I U I I I ~  tu 141 cxpiu~is a-pnon in- 
formation due to non-uniform distribution, intra-frame 
and inter-frame correlation. OPT can be interpreted as a 
combination of SBSD [2,3] and Bahl’s algorithm [6]. 

N-OPT Near optimum estimation approach according to (9) ex- 
ploits a-priori information due to non-uniform distribution, 
intra-frame and inter-frame correlation. N-OPT is an 
extension of SBSD [2, 31. 

Fig. 2 depicts the parameter SNR as a function of Es/No for 
a simulation with p = 0 and 6 = 0.8, i.e. there is intra-frame 
correlation but no inter-frame correlation. 

MS 

N . R  

I 
4 4 - 4 - 2 0 2 4 6 8  

Es/No [dBl 
Figure 2: Source with intra-frame correlation 6 = 0.8 but without 

inter-frame correlation p = 0 

The curves of MS and SBSD coincide, because there is no inter- 
frame redundancy which can be utilized by SBSD. N-OPT as well 
as OPT benefit from the given intra-frame correlation and therefore 
outperform MS and SBSD by up to 5 dB parameter SNR. N-OPT 
comes close to the performance bounds of the optimal MMSE es- 
timator in a wide range of noisy channel conditions. While the 
channel quality decreases the loss compared to OPT slightly in- 
creases but N-OPT is still much better than SBSD. 

In a second experiment we assumed inter-frame as well as intra- 
frame correlation with p = 0.74 and 6 = 0.7. 

SBSD OPT N-OPT 

z N N R 2  z 6 ( N - 1 ) . R 3  = 3 N . R 2  

\SBSD 
2 - -  

0 I 

Figure 3: Source with inter-frame correlation p = 0.74 and intra- 

Fig. 3 shows that there is still a significant gain of about 1.51 dB 
parameter SNR between SBSD and N-OPT. The loss compared to 
OFT is negligible small. 

- 8 - 8 - 4 - 2 0 2 4 6 8  

Es/No [dBl 

frame correlation 6 = 0.7 
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