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ABSTRACT

Modern error concealment techniques like softbit source decoding
(SBSD) by parameter estimation utilize natural residual source re-
dundancy of codec parameters as a priori knowledge. But, the ca-
pabilities of conventional SBSD remain limited if applied to sets
of mutually independent source codec parameters.

This contribution deals with an advancement of conventional
SBSD. At the transmitter, a smearing filter with a code rate
near ����� is proposed introducing artificial channel coding
redundancy on bit-level to the mutually independent codec param-
eters. At the receiver, a TURBO-like evaluation of this artificial
channel coding redundancy and of the natural residual source
redundancy according to the iterative source-channel decoding
(ISCD) algorithm permits step-wise quality improvements by
several iterations.

In this paper, we extensively discuss the key innovations of this
TURBO error concealment technique over formerly known ISCD
schemes. In addition, the convergence is analyzed using EXIT-
charts. Finally, the remarkable performance gains over conven-
tional SBSD are demonstrated by simulation.

1. INTRODUCTION

In digital communications, modern source compression systems
for speech, audio, and video transmission are frequently based on
models where-from sets of characteristic source codec parame-
ters are extracted. For instance, such a set of codec parameters
might comprise predictor coefficients, gain factors, etc. Usually,
due to delay and complexity constraints in the encoding process
the individual source codec parameters exhibit considerable resid-
ual redundancy by their non-uniform probability distribution, their
(auto)-correlation, or any other possibly non-linear dependency in
time. In addition, some of the source codec parameters of a single
set reveal mutual dependencies, while some other parameters of
the set can be considered as statistically independent from each
other. All the measurable terms of residual source redundancy
mark a priori knowledge on parameter-level which can be utilized
at the receiver to enhance the error robustness, e.g., by source con-
trolled channel decoding [1–3] or by error concealment techniques
like softbit source decoding (SBSD) [4, 5].

The latter approach, error concealment by softbit source decod-
ing, can cope with annoying artifacts in the reconstructed signal if
residual bit errors remain after channel decoding. Softbit source
decoding combines channel reliability information (e.g. provided
by soft-output channel decoders) with the a priori knowledge
about the individual source codec parameters. The combination
yields a posteriori information which is exploited to determine
individually the optimal estimate for each source codec parameter

of a set. As optimality criterion the minimum mean squared
error (MMSE) between the originally extracted source codec
parameter and the corresponding estimate is often used.

The gratification of the optimality criterion depends in particular
on the accuracy of the a posteriori information. This accuracy will
be maximal if the a posteriori information is based on as much
observations as available. Thus, it will be highest if all observed
codec parameters of the present, past, and (some possibly avail-
able) future sets are taken into account. But, if some of the source
codec parameters of a set are mutually independent, the a poste-
riori information of a specific codec parameter cannot exploit all
given observations. Only those observed codec parameters of a set
which exhibit mutual dependencies to the specific codec parameter
under consideration can contribute to the estimation process. Con-
sequently, the capabilities of conventional SBSD [4] by parameter
estimation remain limited.

Hence, the primary objective of our work is to extend the capa-
bilities of conventional SBSD to applications where no additional
bit rate is available for channel encoding with code rates ���	� .
This topic has been a matter of research interest since the inven-
tion of SBSD. For this purpose we propose a modulo-2 smearing
filter of rate (close to) �
��� and an iterative decoding algorithm.
This specific channel encoder introduces artificial dependencies
on bit-level to the statistically independent source codec param-
eters. These dependencies are evaluated iteratively together with
the natural residual source redundancy. The TURBO-like decod-
ing algorithm [6, 7] resembles iterative source-channel decoding
(ISCD) [8–13] to a great extend. But, besides the remarkably high
code rate ( �
��� instead of, e.g., �
������ in [13]) there are some
additional major points which also mark key innovations if com-
pared to formerly known ISCD schemes. Thus, it is our secondary
objective to point out these key innovations as well.

2. ITERATIVE SOURCE-CHANNEL DECODING

2.1. Transmitter with Proposed Smearing Filter
Fig. 1 a) depicts the transmitter of an ISCD scheme.

A source encoder extracts a set � � of � source codec parameters����� � from a short time segment of the input source signal. The
time index � labels the time segment and ��������������� denotes
the position of the parameter in the set. Each value � ��� � is scalarly
quantized to one of �� "! quantizer reproduction levels #�%$'&)(� , *,+- �����  !/. . The sizes �  ! of the individual quantizer codebooks 0 � ,�,�1���2�����3� , and the corresponding quantizer reproduction levels
#� $4&5(� itself are invariant with respect to � but depend on the index � .
This dependence might be due to the specific dynamic range and
the specific probability density of every parameter � ��� � . To each
quantizer reproduction level #� $4&5(� selected at time instant � a unique



bit pattern � ��� � of
� � data bits � ��� ������� with � � ���2��� � � � is

assigned. The complete set of � bit patterns at time instant � is
denoted by � � .

A bit interleaver 	 scrambles the incoming frame � � of data bits
to 
� � in a deterministic manner. In today’s communication sys-
tems, usually the data bits are rearranged according to their indi-
vidual importance for the subjective speech quality. The reorder-
ing performs some kind of classification making a subsequent un-
equal error protection possible1. However, the interleaver plays
another key role in iterative source-channel decoding schemes. If
the interleaver 	 is appropriately designed, it allows independent
reliability gains from the constituent decoders which are essen-
tial for the capabilities of ISCD. As the reliability gain of SBSD
mainly results from the residual redundancy of the source codec
parameters � ��� � , independence is ensured if channel encoding is
performed across (more or less) independent bit patterns � � � � .

Notice, bit interleaving as well as channel encoding need not to
be limited to the present set � � of bit patterns resp. 
� � . Both rou-
tines can also be realized for a time sequence of ���� consecutive
sets, e.g. � ����� � �2����� � , if a delay of (in maximum) � time instants
is tolerable in a practical application. To simplify matters, in the
following we use the short hand notations � � ����� resp. 
� ������ to
denote such time sequences.
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For channel encoding of a time sequence 
� ������ we propose ter-
minated recursive non-systematic convolutional (RNSC) codes
of constraint length 23� � and a code rate (close to) �,��� . The
code rate can be identical to � ��� if termination is realized by
truncation or tail biting. The code rate is close to � � � if for ter-
mination 2 tail bits are appended to the sequence 
� � ����� . In the lat-

ter case the effective code rate approaches � � $ ��4 !
(�5  5 6$ ��4 !
(�5  5 6 487/9 �

when the source codec parameters � � � � with ���������2� � � , ���
�;:;� �2������� are encoded with

� � � �
bits each and if the prod-

uct of � �<��� �>= � = � is significantly larger than the encoder

1Note, the interleaver ? may not be mistaken for an interleaver break-
ing up burst errors on the transmission link. Such an interleaver is typically
located after channel encoding. This kind of interleaver is not needed here,
because memoryless transmission channels are considered only.

memory 2 .
Thus, due to the remarkably high code rate (near) � � � the

RNSC code can be considered as a modulo-2 smearing filter. This
filter introduces artificial dependencies on bit-level to the origi-
nally mutually independent source codec parameters. At the re-
ceiver these dependencies will not (only) be exploited for error cor-
rection, but they will assist SBSD to increase the error concealing
capabilities. Because of channel encoding of the non-systematic
form, the data bits � ��� ������� of � ��� � with � � ���2����� � do not ap-
pear self-evident in the code word � ������ . The code word � ������
consists of parity check bits �8���@� with � � �����2��� ��� �A� � �,= � =
�B�C2 � only which are transmitted over a memoryless additive
white Gaussian noise (AWGN) channel.

2.2. Receiver with TURBO Error Concealment
Fig. 1 b) shows the receiver of an iterative source-channel decod-
ing (ISCD) scheme for TURBO error concealment.

At the receiver reliability information about the transmission of
single parity check bits �8����� with � �1���2��� � ��� �D� � �E= � = �F�
2 � is processed to determine reliability information about the data
bits � ��� ������� with �1� ���2� ��� � , �1�G�H:I� � �����J� , and � ����2� ��� � . Such reliability information can either be evaluated in
terms of probabilities or in the so-called log-likelihood algebra.
In log-likelihood algebra, reliabilities in terms of probabilities are
transformed into log-likelihood ratios, or short

�
-values, e.g., [7].

If the transformation is restricted to a binary random variable of
bipolar form, the a posteriori log-likelihood ratio of, e.g. the data
bit � � � � ����� +;KL� ���M: �LN , is defined as [7]

� � ����� � ������� � � ! � �PORQTS
U � ����� � ����� �I� � � � � ! �U � � ��� �V����� �W: � � � � ! � � (1)

The term
� � � � � �������8� � � ! � represents a conditional

�
-value for

����� � ����� given the entire past of observations � � ! (and parts of
the future up to a maximum look-ahead of � ). ” ORQTS ” denotes the
natural logarithm and ” � � ” signifies the ”null” element of the
binary modulo-2 addition X in GF(2). The sign of the real-valued
log-likelihood ratio

� � � ��� �������Y� � � ! � yields the hard decision and
the magnitude � � � � ��� ��������� � � ! �Z� represents the reliability of this
decision.

The a posteriori
�

-value for the specific iterative source-channel
decoding (ISCD) scheme described in Section 2.1 can be separated
into two additive terms, if a memoryless transmission channel is
assumed

� � ����� � �����8� � � ! � � �#" ext $
BCJR

� ����� � ������� � �[" ext $
SBSD

� ����� � ������� � (2)

Both terms mark so-called extrinsic information [7, 8] and result
from the evaluation of the mutual dependencies between the data
bits � ��� ������� resp. parity check bits �8���@� . Notice, in contrast to all
formerly known publications on iterative source-channel decod-
ing, e.g. [8–13], the separation of the a posteriori

�
-value (2) does

not reveal intrinsic information. The reasons are:

\ Firstly, no channel-related
�

-value is given for data bits due
to the non-systematic RNSC code. The channel-related

�
-

value [7]
� ���������8�]��������� �P^ =`_>a cb(d =M������� � (3)

is given for the parity check bits �8����� with � � ��� �2��� ��� �e�� �Y= � = �f�A2 � only. _ a denotes the energy spent to transmit
a single BPSK modulated parity check bit and g@hi �Ib(d��� the
double sided power spectral density of the AWGN.



\ Secondly, the bit-wise a priori knowledge is part of the
parameter-level a priori knowledge being utilized by soft-
bit source decoding. Thus,

� � � ��� � ������� is included in�[" ext $
SBSD

� ����� � ������� (see also Section 3).

However, two independent extrinsic
�

-values as given in (2) are
essential for an iterative TURBO-process. In iterative TURBO-
processes the (de-)interleaved extrinsic output of the one decoder
serves as (additional) soft-input value for the other constituent de-
coder and vice versa. An iterative refinement of both extrinsic�

-values usually enables step-wise reliability improvements.
In literature, concepts how to determine bit-wise extrinsic

�
-

values
� " ext $

BCJR
� � ��� � ������� from the artificial dependencies explicitly

introduced by RNSC channel encoding are well known. The most
famous example is denoted as symbol-by-symbol maximum a pos-
teriori (MAP) or BCJR-channel decoder whose detailed rules are
discussed, e.g., in [6, 7, 14]. Notice, while channel-related knowl-
edge

� �������@�8�]�8���@��� is solely available for parity check bits �8�����
with � � ���2����� ��� � � � �,= � = � �I2 � , additional (interleaved)
soft-input information

�#" ext $
SBSD

� � � � � ������� is only given for the data
bits � ��� ������� (see Fig. 1 b.)). The latter one is usually initialized
with zero in the first iteration step [11].

The technique how to combine a priori knowledge about source
parameters with these

�#" ext $
BCJR

� ����� � ������� is not widely common
so far. The algorithm how to compute the extrinsic

�
-value�[" ext $

SBSD
� � ��� �V������� of SBSD has been derived in [8–13]. It shall

briefly be reviewed next:

1. Merge the bit-wise soft-inputs
� " ext $

BCJR
� � ��� � ������� of single data

bits ����� � ����� to parameter-oriented soft-input information� � � ��� � � about bit patterns � ��� � . For this purpose, determine
for all �  possible permutations of each bit pattern ��� � �
at a specific time instant � � � : � ���2��� � and position� �����2����� � (excluding the index pair � � ��� � � � � � � � of the
desired extrinsic

�
-value

� " ext $
SBSD

� � � � �V������� ; see below) the term

� � � � � � � �	��
�
�

���� ! � � � �  
� � � � ������
� = � " ext $

BCJR
� � � � � �������� � (4)

The summation runs over the bit index �� �1���2����� � .
In case of the index pair � � ��� � � � � � � � the bit index �� �
� of the desired extrinsic

�
-value

� " ext $
SBSD

� � � � ��������� has to be
excluded from the summation. Thus, in this case the terms� � � " ext$��� � � have to be computed for all �  � !

possible permuta-
tions of bit pattern � " ext $� � � by summation over all �� �1���2����� � ,
����� � . For convenience, in the following that specific part
of the pattern � ��� � without � ��� ������� will be denoted as � " ext $��� � .

Thus, � � � � can also be expressed as � � " ext $��� � ��� � � ��������� .
2. Combine this parameter-oriented soft-input information� � � ��� � � with the a priori knowledge about the source codec

parameters. If the parameters � ��� � resp. the correspond-
ing bit patterns � ��� � exhibit a � st order Markov propertyU � � ��� � � � ��� �T� ! � in time, past and (possibly given) future bit
patterns � ��� � with � �I�e:D� �2������� , � �� � , can efficiently be

evaluated by a forward-backward algorithm. Both recursive
formulas are determinable by
� �T� ! � � ��� �T� ! � � �

� !�� ��� 
U � � ��� �T� ! � � ��� �T� h �E= (5)

� � � ��� �T� ! �@= � �T� h � � ��� �T� h �! ��� � ��� � � � �
� !�� ��"$#

U � � � � �`4 ! � � ��� � �@= (6)
� � � ��� �`4 ! �@= ! �`4 ! � � ��� �`4 ! � �

The summation of the forward recursion (5) resp. backward
recursion (6) is realized over all �  permutations of � ��� �T� h
resp. � ��� �`4 !

.
For initialization serve � d � � ��� d � � U � � ��� d � and

! �E� � � � � � �� . With respect to the defined size of the interleaver 	 ,
throughout the refinement of bit-wise log-likelihood values
���� consecutive bit patterns � ��� � with � �P� :3� ����� ��� are
regarded in common. In consequence, the forward recursion
needs not to be recalculated from the very beginning � d � � ��� d �
in each iteration. All terms � �����Y� !

��� ! , which are scheduled
before the first interleaved bit pattern � ��� ����� , will not be
updated during the iterative feedback of extrinsic information
and can be measured once in advance.

3. Finally, the intermediate results of (4), (5) and (6) have to be
combined as shown in (7) (see bottom of page). With respect
to the �� permutations of � ��� � , the set of backward recursions! �V� � ��� � � of (6) as well as the set of parameter a priori knowl-
edge values

U � � � � � � � ��� �T� ! � are separated into two subsets

of equal size. In the numerator only these
! � � � " ext $��� � ������� � �������

resp.
U � � " ext $� � � ��� ��� � ������� � ��� �T� ! � are considered where the de-

sired data bit takes the value � ��� � ����� � � � , and in the de-
nominator � ��� �V����� �W: � respectively.
The inner summation of (7) has to be evaluated for all �  
permutations of � ��� �T� !

and the outer summation for the �  � !
permutations of � " ext $� � � .

After several iterative refinements of
� " ext $

BCJR
� � ��� � ������� and�[" ext $

SBSD
� ����� � ������� the a posteriori

�
-values of (2) are utilized

for estimation of parameters
%� ��� � . For this purpose, at first

parameter-oriented a posteriori knowledge is determined and
secondly combined with quantizer reproduction levels to provide
the parameter estimates

%� � � � . Parameter-oriented a posteriori
knowledge like

U � � ��� � � � � ! � can easily be measured either from
the bit-wise a posteriori

�
-values of (2) or from the intermediate

results of (7), e.g. byU � � ��� � � � � ! � �&% = ! ��� � ��� � �@= � � � ��� � ��
� !�� ���'#

U � � ��� � � � ��� �T� ! �@= � �T� ! � � ��� �T� ! � � (8)

The term % denotes a constant factor which ensures that the to-
tal probability theorem is fulfilled. Thus, if the minimum mean
squared error (MMSE) serves as fidelity criterion, the individual
estimates are given by [4]%����� � � �

()+*-,/.!10�2 !
#� $4&5(� = U � � � � � %� * � � � ! � � (9)

Determination rule for the extrinsic
�

-value of softbit source decoding (including bit-wise a priori knowledge
� � � ��� �V������� ):

�#" ext $
SBSD

� � ��� � ������� � ORQTS
3
�54 ext 6!�� �

! �V� � " ext $��� � � � ��� �V����� �I� � �@= � � � " ext $� � � � 3
� !�� ���'#

U � � " ext $��� � ��� ��� �V����� �I� � � � � � �T� ! �@= � �T� ! � � ��� �T� ! �
3
� 4 ext 6!�� �

! � � � " ext $��� � � ����� � ����� �W: � �@= � � � " ext $� � � � 3
� !�� ���'#

U � � " ext $��� � ������� � ����� �W: � � � � � �T� ! �@= � �T� ! � � ��� �T� ! � (7)



If a delay is acceptable, i.e. �e� ��� � , Eq. (9) performs interpo-
lation of source codec parameters due to the look-ahead of � :��
parameters. Otherwise, if � � � �1� and � � � , Eq. (9) performs
parameter extrapolation.

3. KEY INNOVATIONS FOR ISCD SCHEMES
The primary objective of the modulo-2 smearing filter and

TURBO error concealment is to improve the capabilities of
conventional SBSD. Such a scheme is of particular relevance for
those systems where no bit rate is available for channel coding
with code rates � ��� . However, besides the high code rate near� � � , the specific scheme described in Section 2 also comprises
some additional key innovations which can directly be applied to
the formerly known ISCD approaches with, e.g., � �1���� [10, 13].
\ Non-Systematic Channel Codes

In Section 2 a recursive non-systematic convolutional (RNSC)
code of code rate � � � serves as modulo-2 smearing filter.
In general, in iterative TURBO processes the use of an RNSC
code can be superior to an adequate recursive systematic con-
volutional (RSC) code of the same code rate � and the same
constraint length 2 � � as considered, e.g., in [10, 13]. The
reason shall be explained by the following example:
Let us suppose that a rate �,� �2�� RSC code with generator
polynomial � � � ����� ��� � �� ��� ��� is used for ISCD. The
term � denotes the one-tap delay operator and the maxi-
mum power 2 of � 7

in the feed-forward polynomial � ��� �
resp. feedback polynomial � ��� � determines the constraint
length 21� � of the code. There exist (less than)2 � � 7 4

!
� h

ways to design the RSC code. If an RNSC code of the
same rate � and constraint length 2D��� is used, e.g., with
� � � � ! ��� � �� ��� � ��� h ��� � �� ��� ��� , there exist (less than)� � 7 4

!
�
	 possible arrangements. We can benefit from the

higher number of valid arrangements, e.g., to design the EXIT
characteristic of the channel code such that it is better suited
to match that one of SBSD (see the following sections).

\ Puncturing Pattern
Instead of using the RNSC code of � � � , an RSC mother
code of code rate ��� ������ can also be used to determine the
same channel encoded frames � � when after RSC encoding all
systematic data bits are eliminated by puncturing. Thus, the
puncturing pattern offers an additional design option. Even
higher quality gains might be available by partial puncturing
of data bits and of parity check bits.

\ Number of Iterations
It turns out that the number of profitable iterations is higher
if RNSC codes are used in ISCD schemes. As demonstrated
in Section 5 and as confirmed by the convergence analysis in
Section 4 up to  iterations reveal remarkable quality gains.
Most previously known ISCD schemes using RSC codes pro-
vide quality gains by mainly � iterations only [10, 13]. A few
more iterations become reasonable if the index assignment is
optimized in view of ISCD [15, 16].

\ Implementational Aspect
The determination rule (7) for the extrinsic

�
-value of SBSD

includes the bit-wise a priori knowledge. This bit-wise a pri-
ori knowledge can either be expressed in terms of an

�
-value� � ����� � ������� or in terms of a probability

U � ����� � ������� . In or-
der to extract

� � � ��� �V������� from
� " ext $

SBSD
� � ��� ��������� it is necessary

2In certain cases, ������� and ������� exhibit a common devisor so that
the effective number of valid arrangements is slightly reduced.

to extract
U � � ��� � ������� from the � st order Markov probabilityU � � � � � � � ��� �T� ! � in (7). However, this would cause a loss of

optimality due to the approximationU � � ��� � � � � � �T� ! � � U � � " ext $��� � � � � � �T� ! ��� � � �V�������
= U � � ��� �V�����8� � ��� �T� ! �

9 U � � " ext $� � � � � ��� �T� ! ������� � �������@= U � � � � � ������� �
(10)

The approximation that the data bit � � � �V����� is independent
from the preceding bit pattern � ��� �T� !

is usually not fulfilled
strictly. Therefore, here we do not extract bit-wise a priori
knowledge from the extrinsic

�
-value of SBSD.

4. ANALYSIS OF CONVERGENCE BEHAVIOR
In order to predict the convergence behavior of iterative pro-

cesses, a so-called “EXIT-chart”-analysis has been proposed
in [17–19]. By using the powerful “EXIT-chart”-analysis, the
mutual information measure is applied to the input/output rela-
tions of the individual constituent soft-input/soft-output decoders.
On the one hand, the information exhibited by the extrinsic input
log-likelihood ratio, and on the other hand, the information com-
prised in the extrinsic output

�
-values after soft-output decoding

are closely related to the information content of the originally
transmitted data bits ����� � ����� .

For the sake of clarity, before this method shall be applied to the
TURBO error concealment algorithm, some notations have to be
defined. Figure 2 depicts an enlargement of the two constituent
decoders of TURBO error concealment shown in Figure 1 b).
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With respect to the softbit source decoding part of the TURBO
error concealment algorithm (see upper part of Figure 2) the
mutual information measure at the input has to be evaluated
between the data bit � ��� �V����� and

�[" ext $
BCJR

� � ��� � ������� . The mutual
information at the output has to be analyzed between � ��� �V�����
and

�[" ext $
SBSD

� ����� � ������� . In case of the soft-input/soft-output channel
decoder it is the other way around (see lower part of Figure 2). To
simplify notation we define:

� " in $ is the mutual information at the input of both decoders
� " out $ is the mutual information at the output of both decoders.

If needed, an additional subscript “BCJR” resp. “SBSD” will be
added to distinguish between BCJR-decoding and softbit source
decoding. Note, the upper limit for both measures is constrained
to the information content of � ��� � ����� . Thus,

� " in $ and
� " out $ are

bound to values less than or equal to the entropy of � ��� � ����� .
4.1. Extrinsic Information Transfer (EXIT) Characteristics
The mutual information measure

� " out $ at the output of each
decoder depends on the settings applied at the input. Observa-
tions obtained by simulation reveal [17–19] that the extrinsic
input log-likelihood ratio can be modeled by a Gaussian dis-
tributed random variable with variance g h� �B^ Lg hi and mean
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� � � g�h� �� = � � � �V����� . Since both are adjustable by a sin-
gle variable g h� , for arbitrary g h� the a priori relation

� " in $ can
immediately be evaluated by numerical integration. Notice,
the soft-input/soft-output channel decoder also depends on the
channel-related input ratio

� ��� ��� �������Y� � ��� ��������� which is mainly
adjusted by the _>a cb(d value (see Eq. (3)). Thus, the EXIT
characteristics ! of soft-output decoders are (in general form)
defined as [19]

� " ext $ �
! " � " in $ � _>a cb(d$# � (11)

Of course, since softbit source decoding has no direct access to
the channel-related

�
-values the EXIT characteristics ! of SBSD

are (more or less) independent of _ a  b d . However, if defined
settings for

� " in $ resp. g h� (and for _ a cb d ) are adjusted,
� " out $ is

quantifiable by means of Monte-Carlo simulation.
The combination of EXIT characteristics of two soft-output de-

coders in a single diagram is referred to as EXIT-chart [19]. In this
EXIT-chart representation both EXIT characteristics have to con-
sider swapped axes, because the output of the one decoder serves
as input for the other one,

� " out $&% � " in $ . The main contribution of
EXIT-charts is that an analysis of the convergence behavior of an
entire concatenated TURBO-scheme is realizable by solely study-
ing the EXIT characteristics of the single components.

In literature, e.g. [17–19], the EXIT characteristics of soft-output
channel decoders have already carefully been analyzed for various
RSC and RNSC codes of different code rate � , constraint length
2*� � , and generator polynomials � .

Thus, in the following we restrict ourselves to a detailed analysis
of the EXIT characteristics of softbit source decoding. Some EXIT
characteristics of SBSD have already been discussed by us in [10,
11], but for different configurations. In [10, 11] only these EXIT
characteristics of SBSD are shown which are required to anal-
yse the convergence of iterative source-channel decoding schemes
with a systematic channel code. Due to the systematic form of the
channel code the softbit source decoding part of ISCD schemes
also gains access to the channel-related

�
-values.

In the following, we discuss some other EXIT characteristics of
SBSD. These are in particular needed if SBSD is concatenated
with a non-systematic channel code. Remember, in the latter case
the EXIT characteristics of SBSD are independent from _ a cb(d .

4.2. EXIT characteristics of Softbit Source Decoding
Figure 3 depicts some representative, _ a  b d -independent
EXIT characteristics of SBSD. For simulation of the EXIT
characteristics the source codec parameters � ��� � are modeled
by a � st order Gauss-Markov process with auto-correlation� � K'	 � 	 ��	 � � ��	 �  ��	 �  ��	 � � N and quantized by a Lloyd-Max
quantizer using

� �(� �J^ or � bits/parameter. As index assign-
ment serves either natural binary or that specific mapping which
has particularly been optimized3 in view of ISCD [15, 16].

The three lower subplots show the simulation results for the nat-
ural binary mapping and the upper three subplots for the optimized
mapping [15, 16]. The number of bits used to encode each source

3The optimization maximizes the Euclidean distance between these
quantizer reproduction levels which differ in a single bit position [15, 16].



codec parameter increases from the left subplots to the right. In
each subplot every single curve represents one specific correlation� . The lowest curve depicts the EXIT characteristic for � � 	 � 	
and the highest curve is for � �
	 � �� .

In general, for all simulation results it can be stated that the ex-
trinsic information at the output of the decoder takes the value�[" out $

SBSD ��	 bit if the input relation
�#" in $

SBSD � 	 bit (resp. if g@h� � 	 ).
If the information content

�#" in $
SBSD at the input (resp. g h� ) increases,

the
�#" out $

SBSD increases as well. In addition, the more correlation is
available, the higher the increase of the extrinsic information

� " out $
SBSD

at the output can be. However, for none of the simulation results
the EXIT characteristic is able to reach entropy, e.g., in case of
natural binary index assignment

� " out $
SBSD � � bit. Notice, in Fig-

ure 3 even the input relation
�#" in $

SBSD ��� bit. The reason is that we
limited the design parameter g h� to a reasonable value g h� ���

.
The comparison of the EXIT characteristics of the natural binary

bit mapping (lower subplots) and the optimized mapping [15, 16]
(upper subplots) reveals that the latter index assignment exhibits
higher mutual information

� " out $
SBSD at the output for a fixed but ar-

bitrary configuration of bit length
�

and correlation � . Moreover,
while for natural binary most of the EXIT characteristics of SBSD
increase approximately linear with a relatively flat slope, the cor-
responding curves for the optimized mapping [15, 16] reveal a rel-
atively steep gradient. The slope becomes even steeper if the input
relation

�#" in $
SBSD increases.

As we have already shown in [10, 11] for every parameter config-
uration of correlation � , quantizer codebook size �  , bit mapping,
and look-ahead � the maximum mutual information value

� " out $
SBSD,max

can also be quantified by means of analytical considerations. Ta-
ble 1 summarizes the upper bounds for exemplary situations.

To simplify matters, no delay for a look-ahead is accepted, i.e.,
�D� � ��� and � � � . The theoretical upper bounds confirm the
corresponding simulation results of Figure 3.

However, it has to be pointed out that the bounds
�#" out $

SBSD,max do not
comprise any information about the adverse effects of the different
bit mappings on instrumental quality measures like the parameter
signal-to-noise ratio (SNR). Thus, a higher

� " out $
SBSD,max does not

guarantee a higher parameter SNR value as well.

5. SIMULATION RESULTS

The error concealing capabilities of the specific approach to
iterative source-channel decoding proposed in this paper and

Table 1: Theoretical bounds on � " out $
SBSD,max (in bits) of softbit source decoding [10, 11] w.r.t. correlation and index assign-

ments: natural binary, folded binary, Gray encoded, and optimized [15, 16];
� �
� �J^ and � bit/parameter

Auto-Correlation Property �� �
	 � 	 � ��	 � � � �
	 �  � �
	 �  � �
	 � �
natural binary 	 �4�2� � 	 � � �	 	 � ^ �� 	 � � �� 	 � � ^
folded binary 	 � 	 ��� 	 � �/� � 	 � � � 	 � ^�	 	 � �� �� bit Gray encoded 	 � 	�L^ 	 � ����� 	 � � � 	 � ^ ��� 	 � � � �
optimized [15, 16] 	 � ����� 	 � ^���� 	 � �'  	 � �'� � 	 �  � �
natural binary 	 �4�2�� 	 � �  	 � �  	 	 � �'	�� 	 � � ���
folded binary 	 � 	L^�� 	 �4� 	 	 � ���	 	 � �   	 � � ���

^ bit Gray encoded 	 � 	�� 	 � �'	 	 � � � 	 	 � ��L^ 	 � ^ �'�
optimized [15, 16] 	 � �'	 � 	 � ���� 	 � �L^  	 � �' �� 	 �  �� �
natural binary 	 �4���  	 � � �� 	 � ����� 	 � ^�	 	 � � � �
folded binary 	 � 	L^T^ 	 �4�	��� 	 � ���� 	 � � ��� 	 � ^ � �� bit Gray encoded 	 � 	��� 	 � �$ � 	 � �'� ^ 	 � ��� � 	 � ^/�/�
optimized [15, 16] 	 � �'	�� 	 � � �L^ 	 � �� � 	 �  	 	 �  ��L^

the analysis of the convergence behavior shall be demonstrated
by simulation. For the sake of reproducibility, instead of using
any specific speech, audio, or video encoder we model the �
statistically independent source codec parameters of a set by �
independent � st order recursive filters with filter coefficient �
(auto-correlation). For simplicity we apply interleaving 	 on the
present frame � � only and adjust the frame length to � � � 	 	 .
Note, in practice a smaller frame length � might be used in
conjunction with interleaving of several consecutive frames.

First Experiment
In a first experiment, the source codec parameters � ��� � exhibit

an auto-correlation of � � 	 � � . Such a value is typical, e.g.,
for the scale factors of audio transform codecs as applied to the
digital audio broadcasting (DAB) system. Every � � � � is scalarly
quantized by a Lloyd-Max quantizer using

� � � bit/parameter.
The index assignment is realized by a natural binary mapping.

Taking the interleaver size of
� = � � � � 	 	 bits into account, it

is usually sufficient to apply a simple random interleaver in order
to ensure independent reliability gains of both decoders.

The bit-interleaved frame 
� � is channel encoded using a memory
2 �
� , terminated RNSC code with generator polynomial � ��

!! 4��,4��  4��� 4����c4���� � . With respect to the 2 ��� terminating
bits, the effective code rate amounts to � �1� � 		� � � 	�� 9 	 � ��� .

As transmission channel serves AWGN with known _ a cb(d .
The parameter SNR, e.g. [4], between the originally generated

source codec parameter � ��� � and the reconstructed estimates
%� ��� �

is used for quality evaluation. The related simulation results are
shown in the left part of Figure 4.

The dashed curve depicts the result for conventional SBSD with-
out the smearing filter according to [4]. Due to the statistical inde-
pendence of the original source codec parameters � ��� � � � �� � � with� � �� + - ����� . , � �� �� , the estimation of a particular

%� � � � exhibit-
ing a fixed but arbitrary position � in the frame

%� � is based on
past and present observations for that specific position � only. The
observations for the other � : � positions remain unexploited.

The solid curves show the simulation results if the proposed
smearing filter is applied at the transmitter and if the resulting
explicit artificial dependency and the implicit residual redundancy
of the source codec parameters are evaluated iteratively at the re-
ceiver. The BCJR-channel decoder serves as component decoder
for the RNSC code. If both decoding steps are executed only
once, the performance of the proposed scheme is always inferior
to the conventional approach due to channel encoding of the non-
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Figure 4: Simulation Results (Left: Parameter SNR; Right: EXIT-chart and Decoding Trajectory at _ a cb(d �W: � dB)

systematic form (see Section 3). But, if the reliability gain of SBSD
is fed back to the BCJR-channel decoder and if a second iteration
is carried out, the reference conventional SBSD is outperformed.
Up to � iterations reveal significant quality gains in the most inter-
esting range of channel conditions.

The convergence after approximately � iterations can be con-
firmed by an EXIT-chart analysis [10, 11, 19]. The right hand side
of Figure 4 shows the corresponding EXIT-chart and a decoding
trajectory at a channel quality of _ a cb d � : � dB. The EXIT
characteristic of SBSD is taken from Figure 3 (lower subplot on
the left), but with swapped axes. The decoding trajectory denotes
the step curve which visualizes the increase in mutual information
gainable in the single iterations.

Decoding starts with the BCJR-decoder while the a priori knowl-
edge amounts

�#" in $
BCJR � 	 bit. Due to the reliability gain of soft-

output decoding, the decoder is able to provide
�#" out $

BCJR �
	 � 	� bit.
The new information serves as a priori knowledge for SBSD,

i.e.,
� " out $

BCJR
% � " in $

SBSD, and thus its extrinsic mutual information is

determinable
� " out $

SBSD � 	 � �2� bit. The instantaneous value of the
decoding trajectory is labeled “Iteration � ”. Iteratively processing
of both decoding steps allows to increase the information content
step-by-step.

No further information is gainable, when an intersection in the
enveloping EXIT characteristics is reached. In ISCD schemes in-
tersections typically appear due to the upper bound

�#" out $
SBSD,max. With

respect to the flatness of SBSD’s EXIT characteristic such an in-
tersection is reached quite close after “Iteration � ”.

Notice, sometimes the decoding trajectory exceeds the EXIT
characteristic of the RNSC code. The reason is that the proba-
bility distribution of the extrinsic output

�
-values

�#" ext $
SBSD

� ����� � �������
of SBSD is usually non-Gaussian, in particular, if SBSD gains no
direct access to the channel-related reliability information. Thus,
the model which is used to determine the EXIT characteristic of
the RNSC code (see Section 4.1) does not hold strictly anymore.
However, even if the EXIT characteristic of the RNSC code is not
best suited to describe the envelope for the attainable region of the
decoding trajectory, the EXIT-chart is still appropriate to analyze
the convergence behavior.

If in a practical application a baseline parameter SNR of, e.g.,� � � � dB is accepted to provide a tolerable reconstruction quality
(see “Design Constraint” in Figure 4), the higher robustness
permits to decrease the lower limit for an acceptable perfor-
mance from _ a cb d � � � 	�� dB (conventional SBSD) down to_>a cb(d���	 � � � dB (after � iterations). The reference remains
superior if _ a  b d drops below : ��� 	 � dB.

Second Experiment
The results shall be confirmed by a second experiment. For this

purpose, the source codec parameters � � � � are assumed to exhibit
less correlation � � 	 �  . The resolution of the Lloyd-Max quan-
tizer is increased to

� � ^ bit/parameter and the optimized bit
mapping [15, 16] is applied for index assignment.

Due to the higher quantizer resolution a larger interleaver 	 of� = � � �'		 	 is needed. Again, we use a random interleaver
design to ensure independence of both extrinsic reliability gains.

Channel encoding is realized by a memory 2 � � , terminated
RNSC code with generator polynomial � � �

!! 4��,4��  4��� 4���� � .
The effective coderate amounts to � � � 	 		��� 	 	�� 9 	 � ��� � .

Figure 5 shows the simulation results. Again, the conventional
SBSD approach [4] without smearing filter can be outperformed
in the most interesting range of channel conditions (see left part of
Figure 5). After only � iterations the new TURBO error conceal-
ment scheme becomes superior. Up to  iterations make further
substantial quality improvements possible.

If a baseline parameter SNR of �  � � dB provides a tolerable re-
construction quality the range of acceptable performance is ex-
tended from _>a cb(d � �/� � dB (conventional SBSD) down to_>a cb(d � ��� ��� dB (after  iterations). Conventional SBSD re-
mains best if _ a cb d � 	 � �� dB.

The convergence after approximately  iterations can be con-
firmed by the EXIT-chart analysis which is shown in the right part
of Figure 5. With respect to the applied parameter configuration of
correlation � , quantizer resolution �  , and bit mapping, the EXIT
characteristic of softbit source decoding has to be taken from the
center subplot in the upper row of Figure 3. After  iterations the
decoding trajectory reaches the intersection in the EXIT charac-
teristics quite close.
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Figure 5: Simulation Results (Left: Parameter SNR; Right: EXIT-chart and Decoding Trajectory at _ a cb(d �1� dB)

6. CONCLUSIONS

In this paper, error concealment by softbit source decoding has
been improved in the most interesting range of channel conditions.
At the transmitter a modulo-2 smearing filter is used which adds
artificial dependencies to sets of statistically independent source
codec parameters. The encoding scheme exhibits a code rate (very
close to) � � � and is especially designed to assist SBSD. At the
receiver an iterative, TURBO-like utilization of this artificial de-
pendency and of the residual redundancy of the source symbols
permits step-wise robustness gains in several iterations. The con-
vergence behavior has been confirmed by an EXIT-chart analysis.
For this purpose, new EXIT characteristics of SBSD have been
measured which are required if softbit source decoding is concate-
nated with a non-systematic channel code.
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