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Addendum

During the conference, it was brought to our attention that the basic concept of our proposed method is closely
related to the concept developed by Ruland and Zivié [1] in the area of joint channel coding and cryptography.

[1] C. Ruland and N. Zivi¢, ” Feedback in Joint Channel Coding and Cryptography,” in Proc. of International
ITG Conference on Source and Channel Coding, Ulm, Germany, January 2008.
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Abstract—This paper presents a cross-layer approach for iter- speech quality improvement compared to the benchmark sys-
ative source-channel decoding (ISCD) in wireless VoIP networks. tem, Speech-ISCD (S-ISCD), which does not incorporate the
The novelty of the proposed method is the incorporation of neader pits into the ISCD process. The achievable speech

both, speech bits as well as protocol header bits, into the ISCD lit ins h b db f simulati d
process. The header bits take the role of pilot bits having perfect dUa@llty gains have been measured by means or simulation an

reliability. These bits are distributed over the frame as strong are illustrated in Sec. V. Finally, conclusions are drawn in
supporting points for the MAP decoder which results in a Sec. VI.

significant enhancement of the output speech quality compared

to the benchmark scheme using ISCD for speech only. For this II. ITERATIVE SOURCE-CHANNEL DECODING

approach, we exploit cross-layer concepts that support the direct  The concept of ISCD is one example for the efficient use

communication between non-adjacent layers. These concepts . S ..
enable the iterative exchange of extrinsic information between the of the turbo principle [5] in digital speech transmission and

source decoder located on the application layer and the channel IS .iIIustrated in Fig. 1. By source encoding,. a speech frame
decoder located on the physical layer. This technique can also bes is represented as a set @&f codec-specific parameters

applied to audio and video transmission. v., &k = 1...K, that are quantized and assigned to unique
bit patternsx,, = (z1 ...z, ) oOf length M,. Finally,
I. INTRODUCTION these bit patterns are grouped to form the output bit stream

K in digital mobile radi o x = (x1x2 ... xK) Of the source encoder. The goal of the
ey aspects in digital mobile radio communication SyStemg, e encoder is the reduction of natural source redundancy

are ban(:]wid_th efficiency and hbit-errlo(; robg_stness_ It has beghy irrelevancy within each speech frame for bit rate reduction
proven that iterative source-channel decoding (ISCD) [1]. 1 hile guaranteeing a certain speech quality. In conventional
[3] can perform close to the Shannon limit with reasonabie, \mission systems, a channel encoder purposely adds re-
pomputatlonal complex[ty and b_aanW|dth consumption. .Thtﬁmdancy to the bit stream to cope with radio-link-related bit
improvement of decoding quality is achieved by utilizing, 5 at'the receiver side. However, in the case of ISCD, best
redundancy of the source encoded signal by means of a turB@sformance can be expected by using redundant bit mappings
like exchange of extrinsic information between soft-demsm@BMS) [6] concatenated with an inner channel encoder of rate
SO|L_J|I’C€ deCOdﬁ.fS _arf1d cha_nnel deﬁoders._ difficult to= 1 (see [7]). RBMs can be easily expressed by conventional
Owever, this In ormat|on. exchange Is more dificult t(}%it mappings protected by parameter-individual block codes.
rea_hze n packgt—based mobile telephone networks dug to .t he ISCD decoder is based on the iterative exchange of ex-
logical separation of source coder (located on the applicatigf) <~ information between the SISO (Soft-Input/Soft-Output)
layer) and channel coder (located on the physical laye annel decoder [8] and the SDSD (soft-decision source

\oice over Internet Protocol (VolP) tran;mission is based %coder) [9]. This turbo-like process can provide decoding
the layered Open System Interconnection (OSI) architect Erformance close to the Shannon limit assuming a sufficient

[4] that is standardized by the International Organization f umber of decoding iterations. The interleavemithin the

Standardaagon (1S0). Thlsd_model th'b'ts tge direct comMoative loop plays a key role in such transmission systems.
munication between non-adjacent layers and, consequery yspreads the extrinsic information of each single data bit

the exchange of soft (extrinsic) information betwgen sourgg,er the complete data frame. This rearranged information
and channel decoder. In order to tap the potential of ISC

in future communication systems, cross-layer communication

will be mandatory. Assuming cross-layer communication, we, Source Encoder !
will further demonstrate that header bit information can bg: [‘rarameter] v | ouantizer || RE%gndaNt 'x ] Channel | ¥
exploited to support the iterative speech decoding process. | Extraction Mapping | Encoder

This paper is organized as follows: Sec. Il briefly reviews=-----------7-7--------------- (L[éé‘](x> &
the fundamental_s of ISCD. Sec. lll describes our cross—layéer o I ev— Utilization % SISO J
\VoIP system design and Sec. IV the proposed protpcol—header— Synthesis [~ 1| Estimation ‘—szdﬁg;;ec | 322233 z
supported ISCD concept. We will show that this Speech- ! -

Header-ISCD (S/H-ISCD) system will result in a perceivable

This work has been supported by t'llm Research Centre, RWTH )
Aachen Uniersty. Fig. 1. Baseband model of the ISCD system.
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Fig. 2. Speech-Header-ISCD transceiver for the downlink in wireless VoIP systems.

can be reused in the SISO channel decoder and the SD@&Dthe base station. The parameters can be estimated and re-
respectively, in order to refine the reliability information forquantized before transmission to the remote signal synthesis
each bit. The reliability information is commonly expressethodule. In order to attain high data compression, a speech

in terms of log-likelihood ratios (LLRs). Assuming a bipolaencoder calculates from the incoming speech frames a set of
representation of each hit i.e.« € {—1,1}, thea posteriori quantized codec-specific parameters, such as gains and filter
LLR can be stated as coefficients, and the excitation signal for the synthesis filter.

The speech data are protected against radio-link-related errors

Pz =41
L(z|z) = In H, (1) using parameter-individual block codes for the redundant bit
(&= —1lz) Mappings (RBMs) before performing the outer interleaving
where z = (z(1) ... z(n) ... 2(N)) with z(n) € R, mou Withinthe network domain, protocol headers are attached

n=1...N e NN, denotes the received data frame of lengtt¢ the incoming speech data forming the VoIP packet. Strong
N. The sign ¢ = sign{Z(e)}) of this LLR specifies the hard forward error correction (FEC) codes are additionally applied
decision output bit and the magnitud&(e)| represents the to the protocol headers to enable error correction at the
reliability of this decision. Applying Bayes’ theorem in mixedreceiver while cyclic redundancy checks (CRCs) are part
form, (1) can be split up into the transmission related inform&f the protocols to check for residual bit errors within the
tion L(z|z), the bit-wisea priori information L(z), and the decoded hea_ders. In the base sta_tion, header_ and speech bits
terms of extrinsic informatiorL /X! (z) (channel decoder) and are systematically rearranged within the downlink packet by a
L[Se[X)t%D(x) (source decoder) according to novel systematic rearrangement module (SRM) as illustrated
in Figure 3b. This leads, in contrast to the conventional format,
L(z|z) = L(z|z) + L(z) + LEY(z) + L& (). (2) to an even distribution of header bits within the packet. The
. . motivation for this unusual rearrangement strategy will be
For more details, the reader is referred to [3], [10], [11].  given in Section IV. Finally, each VoIP packet is channel
encoded by a rate-1 convolutional encoder, interleaved by the
inner interleaverr;, and modulated for transmission.
Let us consider the downlink scenario of our proposed
S/H-ISCD transceiver system as depicted in Fig. 2. Only At the receiving end, the mobile device performs signal
the downlink case has been considered in this paper, sisg@thesis using the ISCD concept. The soft demodulated and
all layers are located on the same mobile device principalliginterleaved packet is decoded by the SISO channel decoder
enabling the utilization of ISCD. That does not hold true fothat provides reliability information for each header bit and
the uplink scenario where the channel decoder is allocatgukeech bit. After the separation of header and speech by the
at the base station and the source decoder is at the reninterse SRM (SRM1), the protocol headers are decoded and
switching center. Due to delay and traffic constraints, iterationhecked by their CRCs for residual bit errors. While packets
between these elements might not be possible. Howeverwith faulty headers are discarded within the protocol stack,
this case parts of the kernel of the SDSD can be implementeakckets with correctly decoded protocol headers are forwarded

Ill. CROSSLAYER SYSTEM DESIGN
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Fig. 3. Systematicearrangement of the header bits and the speech bits. y=1 1 (1, 1)
to the SDSD located on the application layer. This is the most— = =0 --=- =1

|mportant aspect of our proposed cor)cept, since t_hese p?rfeﬁ&, 4.  Trellisdiagram for the convolutional IIR rate-1 code with the
known bits can be used in the decoding process, improving @erator polynomiaG = (2),-
extrinsic information and, thus, the speech quality as described

) 'nee r::?ﬁitcztlaag}m in radio communication networks baselj. lustrated in Fig.4. Please note that this very simple

on 1SCD is thg loaical separation of the source decoder a %nvolutional code is not applied in our transmission system
g P : Bt taken as an example for the following discussion due to

the channel decoder. Therefore, we have permitted cross-lahlsersim licity. We assume w.l.o.d. that a header it 0 is

communication in order to realize reliability feedback betweeqacedpwith)i/ﬁ the packet at ti.n%égi]ﬁstanke: 0Ll Remember

the both non-adjacent layers. In this case, extrinsic informati e ' . -

about the speech bits, calculated by the SDSD, can be passa this bit is known after the first ISCD iteration and therefore

» o oﬁy the solid transitions in Fig. 4 are valid within the trellis
back as addmonah priori k_nowlgdge to the _SISQ Cha.nneldiagram at\ = 0. Using the well-known MAP algorithm
decoder. This can be realized in the downlink, i.e., in t

mobile %], the extrinsic LLR L[gﬁ(;p) at A = 1 (speech bit) can
' be calculated by means of (4) - (7). In the proposed system,
IV. EXPLOITATION OF PROTOCOLHEADER INFORMATION  the initial state reliabilities; (0) and a4 (1) can be refined

In contrast to commonly considered ISCD systems, extrify the channel-related LLRYY (y) = LEY (y) = Lo(2ly) at
sic header information is also generated assuming that € header bit position due to the reduced number of valid
application layer has access to the protocol stack and t§4ite transitions. Please note, as we assume a non-systematic
all packets reaching the application layer contain correcti)@nnel code, we have to considey(z|y) instead ofLo(z[x).
decoded headers. In this case, all header bits are known aR§ State reliabiliies are given by
can be encoded again to determine the encoded header bits that [in]( )
have been incorporated by the ISCD transmitter. The related Ly~ (y

0) = ap(0)76(0,0) = ag(0) exp | 2% 8
LLRs can be represented by extrinsic LLRS™ (z) with 1(0) = 20(0)70(0,0) = ao(0) Xp( ®
an absolute value approaching infinity. Thméf’“ (z) can be 7in (y)
expressed as a1(1) = ap(1)y(1,1) = ag(1) exp (—0 : ) )

2
foq(:c)ﬁx-oo , xe{-1,1}. 3)

Hence, we can utilize perfeetpriori knowledge at all header Note, that the firstterm of (6) can be skipped since both

. ”» . , liabilities i, (S()\)) are equally affected by this term and
bit positions during SISO channel decoding. In the S/H-ISCEE . fin] :
transceiver system, the interaction between the SRM and {R§ Influence ofL; (z) — oo has already been incorporated
SISO channel decoder plays a key role. While the SR skipping the impossible transitions at = 0. Let us
provides an even distribution of header bits within the VoIP!ther assume thaio(0) = ao(1) and .51(([)2)5 pi(1). This
packet, the SISO channel decoder "smears” the peafpdori  IMplies that no extrinsic information (i.e.c () = 0) can
knowledge of the header bits over some adjacent speech BsProvided by the benchmark VoIP system that does not
and generates extrinsic speech LLRs with increased reliabilig?orpOrate header bits into the ISCD process. Using (8) ,
This successfully works due to the fact that during channé)) and
encoding header bits and speech data bits are linked together ‘
producing output bits that contain information of protocol _ [ext](o 0) = [ext](1 0) = ex L[1m] (v)
header bits as well as speech data bits. Since each header =M =N ) = &P 2
bit supports the soft decoding of speech bits located in its fin]
surrounding vicinity, they are equally spaced within the packet = ,Y[ext](l 1) = 7[ext](o 1) = exp Ly (y)
by the SRM. In this case, the header bits can be interpreted as ! ’ ! ’ 2 ’
pilot bits with perfect reliability that act as strong supporting
pO_irntS Tor the ma)l(imum al post_eriofri (I\f]AP)ﬁCha-nnel dec?dﬁr'lThe extrinsic information for + = 1 can be derived by setting

0 give an analytic explanation for the effectiveness of the,.... in el v

proposed method, the trellis diagram for the convolutional II§§ () = ~IR(y) and SISOY) = —AASOY) for A > 1,

h > suming bits that are equally affected by the channel, only the signs have
rate-1 code with the octal generator polynomial = (3) to be swapped to account for the state change.

8
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2¥—1
ASP(A Z MEPA=1), 89 (N) - ar-1 (SY (A1) 4
2" 1 )
Z MEP ), SP A+ 1) B (SP(A+ 1)) (5)
= y(d)
_ — < gflin] I\ plin]
NSO =1),50)) =exp (5 - LI (@) ) - exp Z 5 LMy (i)
2751 sys
_ f [in] [ext] .
= exp (5 - L@) ) RIS - 1), S)[a) (6)
2Y—1 2Y—1
S BSOS APYSO N = 1), SO Nz = +1) - ax_1(SO(A — 1))
7=0 =0
L[Cexg(x) - 1 2'11 1 v _1 ; (7)
Z BASD ) - 3 RSO = 1), SO (N)|z = —1) - ax_1(SD (A — 1))
=0
Fig. 5. MAP algorithmapplied for SISO channel decoding.
6 . (12.2kbit/s) of the adaptive multi-rate narrow-band (AMR-
L—11 ... NB) speech codec [12] is used for source encoding. Unequal
N - - error protection is realized by parameter-mlelduaI redundant
T4 == L=5 |~ bit mappings (RBMs) of rate®™ = M M* which apply rate-
38 - T T T T flexible linear block codes for each parameter_ 1...M
_N o2t .z~ of length M,,. M} is the number of used parity b|ts The
//’ rate-constrained design specification can be mathematically
0 = , expressed as follows:
0 20 40 60 80 100 1 -
LM G1 = (TIng, 1ar,1 Posors—1) y 5 <Te < 1 (11)
Fig. 6. Extrinsic informationL[ce,XEt])(m) for different L™ (y) := L1. Gy = (I]\/[,c I?VIMM':) , 0<r BM < =, (12)
we can compute.. () for our proposed system: with I,; denoting theM,, x M,, identity matrix,lel the
1 1 M, x 1 all-one matrix (i.e. a matrix containing only ones).
LE%(2) = n ( 1(0)7181(0) 4 a1 ( )7}51( )) The parity fractions of both block codes are given by
1(0)7181(1) 4+ 21 (1)7151(0)
exp (L[In](y +L'n](y)> I exp ( L[ln] ) L['n](y ) I?LIN,]W; = (ia . i:L . i}(\/[:71> s (13)
= ln In |n II'I m 3 ; . o
e (PTG oy (TG 5= (fho i)
) . irn =0 Ym# (nmod M,)
This equation simplifies to
b (L[{”](y)+LE;”](y)) and
cosh | ——=5—"0-+ N
L[g(g(x) =1In 2 > (. (10) Provz—1 =1, max—1 — IMMM:__l (14)

cosh (;Lqm(ychm(y)) -

The extrinsic |nformat|onL[ ](x) is plotted against the
channel-related LLRL'”]( ) > 0 at the header bit position
in Fig. 6 for different ZI" (). This proves that the insertion
of perfectly known bltsn; provides additional extrinsic infor-
manon\L[eXt( )| for LI () # 0. In realistic scenarios longer
headers and convolutional codes with larger constraint len
are assumed, increasing the overall extrinsic information.

V. SYSTEM CONFIGURATION AND SIMULATION RESULTS

The transmission of speech by the proposed S/H-ISCD
system given in Fig. 2 is simulated. The highest mode

with M} = 2% — M,. For theexample of M, = 4 and
M = 3 the generator matrix looks like

1000101
0100110
G1= 001 0111
0001 111
HRd for M, = 4 and M* = 7 like
1000100071200
o1 0001000710
“{oo100010001
00010001000
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(PESQ) [14] of the received speech. PESQ is suitable to reflect

12.2KBIT/S. the perceptual speech quality by a combination of objective
instrumental measures. It rates the speech quality in terms of

AMR-NB Mode Parameter total bits per frame MOS-LQC by a value between 1.02 (poor quality) and 4.56

uncoded / after REM (good quality). The maximum MOS-LQO score is limited by

5 LSFs 38/ 195 the output MOS-LQO of the AMR-NB codec, i.e., to a value

Pitch delay 30/ 120 of 3.8616 for the utilized speech sample.

12.2 kbit/s Pitch gain 16/ 128 The simulation results are depicted in Fig. 7: The dashed
Algebraic code 140 / 200 curves indicate the results achieved with the S-ISCD system

Code book gain 20/ 128 that does not exploit perfect extrinsic header bit information,

while the solid curves correspond to our proposed S/H-ISCD

] \ Total | 244 | 771 |

system with systematically rearranged header bits. We want to
point out that in both systems within each subfigure (7a, 7b
and 7c) a header of equal length is transmitted. However in
Due to the special structure of this code the parity bits cafl three cases the same energy for transmitting the packets
easily be generated usirgimple binary operations and the(information plus header of different size) is used. If the
generator matrices do not need to be explicitly stored. It hasmber of header bits is increased, the energy per transmitted
been proven in [13] that the repetition co@s, outperforms data bit is decreased.
G, for rates8M < 1. However G, is more capable of Itcan be seen that the utilization of header bits as supporting
performing iterative decoding for rates™ > 1 due to points within the iterative speech decoding process increases
the factthat the minimum hamming distaneg,;, of that the perceived speech quality. As expected, larger header sizes
code is greater than or equal to 2 for any rate. This igad to higher gains. In all depicted cases the proposed S/H-
required for iterative decoding schemes in order to generdfCD system significantly outperforms the benchmark S-ISCD
perfect extrinsic information in the presence of perfect a priosystem, i.e., even for short packet headers where strong robust
knowledge. The RBMs for a 20 ms speech frame is given ireader compression (ROHC) [15] is applied (e.g. UMTS-
Table 1. LTE). This proves the high potential of our proposed concept.
The headers are error-protected by strong FECs. Thifeer 40-byte error-protected headers, a gain of approximately
different header sizes of 8 , 24 and 40 bytes after errdr-8dB in terms of speech quality is achieved by our S/H-
protection are considered. The header bits are insertedlS€D transceiver system compared to the conventional S-
predefined positions into the interleaved speech bits as #8CD transceiver system.
scribed in Sec. Il for our proposed S/H-ISCD transceiver A further and rather surprising result is that, assuming a
system. This system is benchmarked by the conventiorainstant packet energy, our proposed system shows compa-
Speech-ISCD (S-ISCD) system which does not incorporatble performance for certain header sizes larger than zero,
the header bits into the ISCD process and performs separaaiough the energy per packet bit is much less. Considering
encoding/decoding for the protocol headers. For both systerhig. 8, we can further observe that for bad channel qualities,
a convolutional IIR rate-1 channel encoder with octal generatic®., E—g < 1.6dB, the performances even 0.3dB better
polynomialG = (%)8 and constraint lengtik’ = 4 is applied in the case of 40byte headers. Hence, the loss in decoding
to each packet containing one speech frame. That leadsrabustness caused by the header's energy consumption can
a total number of771 + 3 tail bits per frame and thus be significantly reduced or even eliminated leading to small
to a gross bit rate of 38.7 kbit/s which corresponds to theerformance gains for certain header sizes.
typical bit rate of the UMTS standard for 12.2 kbit/s speech
before rate matching. As the purpose of this contribution is
to demonstrate the effectiveness of the cross-layer conceptin this paper, the S/H-ISCD transceiver with cross-layer
we use a non-fading additive white Gaussian noise (AWGNupport for speech communication over packet-switched wire-
channel for simplicity with Signal-to-Noise-Ratios (SNRs)ess networks (see Fig. 2) has been proposed. It enables,
% varied between-2dB and +4dB. E, is the energy per firstly, an iterative exchange of extrinsic information between
information bit andN, the noise power density. Fixing thethe source decoder located on the application layer and the
energy per modulation symbol #, = 1, E;, can be computed channel decoder located on the physical layer and, secondly,
for a speech frame of lengtN, (N, = 244 bits for the AMR- the incorporation of known header bits as perfacpriori
NB at 12.2 kbit/s) and a packet of lengiy, to knowledge into the iterative decoding process. This novel
1 N cross-layer concept guarantees for significantly improved qual-
E,=E,-— -2 (15) ity of wireless speech transmission compared to the benchmark
m N S-ISCD transceiver. In summary, our S/H-ISCD transceiver
where m is thenumber of bits incorporated in one modulatioutperforms the benchmark S-ISCD system for any header
symbol (i.e. 2 for QPSK). The number of ISCD iterations isizes larger than zero, i.e., even if ROHC is applied to
10. the packet headers in order to increase the goodput of the
There are several objective measures to quantify the subjggmsmission system. It could be further shown that, assuming
tive speech quality. In this paper, performance has been eval-
uated employing the perceptual evaluation of speech qualitymean opinion score - listening quality objective

VI. CONCLUSION

ISBN 978-3-8007-3211-1 © VDE VERLAG -GMBH - Berlin - Offenbach



SCC 2010, January 18 — 21, 2010, Siegen, Germany Paper 17

4 : : : :
- — = S-ISCD ‘ :
S/H-ISCD

MOS-LQO
MOS-LQO
w
D

3.4

3.2

2 3
E E
L. [dB] L. [dB]
(a) Header size 8 bytes (including error protection)
Fig. 8. MOS-LQO versusE— obtained using diérent header sizes (0, 8,

4 T T T T T 24 and 40 bytes) for the proposed Speech-Header-ISCD (S/H-ISCD) system.
- — = S-ISCD : :
S/H-ISCD

REFERENCES

/. : [1] M. Adrat, P. Vary, and J. Spittka, “Iterative Source-Channel Decoder

/ using Extrinsic Information from Softbit-Source Decoding,”Rnoc. of
‘ ‘ ICASSP, Salt Lake City, UT, USA, 2001.

[2] N. Gortz, “lterative Source-Channel Decoding Using Soft-In/Soft-Out
Decoders,” inProc. of IST, Sorrento, Italy, 2000.

[3] M. Adrat, T. Clevorn, and L. Schmalen, “Iterative Source-Channel
Decoding & Turbo DeCodulation,” inAdvances in Digital Speech
Transmission, R. Martin, U. Heute, and C. Antweiler, Eds. John Wiley

1 . . . . . & Sons, Ltd, 2008, ch. 13.

-2 -1 0 1 2 3 4 [4] ITU-T X.200: Data Networks and Open System Communications - Open

o System Interconnection - Model and Notation, ITU-T, July 1994.
No [dB] [5] C. Berrou and A. Glavieux, “Near Optimum Error Correcting Coding
(b) Header size 24 bytes (including error protection) and Decoding: Turbo-CodeslEEE Transactions on Communications,
vol. 44, no. 10, pp. 1261-1271, October 1996.

[6] T. Clevorn, P. Vary, and M. Adrat, “Iterative Source-Channel Decoding
Using Short Block Codes,” ifProc. |EEE International Conference on
Acoustics, Speech and Sgnal Processing (ICASSP), vol. 4, Toulouse,

/ France, 2006, pp. 221-224.
/- [7]1 A. Ashikhmin, G. Kramer, and S. ten Brink, “Extrinsic Information

o : S Transfer Functions: A Model and Two Properties,”Rroc. Conference

‘ on Information Sciences and Systems (CISS), Princeton, New Jersey

/ (USA), March 2002.
/ ‘ [8] L. Bahl, J. Cocke, F. Jelinek, and J. Raviv, “Optimal Decoding of Linear
A 7 ) ) Codes for Minimizing Symbol Error Rate (Corresp.)EEE Trans.
7 : Inform. Theory, vol. 20, no. 2, March 1974.
/ [9] T. Fingscheidt and P. Vary, “Softbit Speech Decoding: A New Approach
. . . . . to Error Concealment,TEEE Trans. Speech Audio Processing, vol. 9,
_____ no. 3, pp. 240-251, March 2001.
1 L L L L L [10] T. Fingscheidt, “Parameter Models and Estimators in Soft Decision
-2 -1 0 1 2 3 4 Source Decoding,” ildvances in Digital Soeech Transmission, R. Mar-
By [dB tin, U. Heute, and C. Antweiler, Eds. John Wiley & Sons, Ltd, 2008,
~ [dB] ch. 10, pp. 281-310.
(c) Header size 40 bytes (including error protection) [11] S. Heinen and M. Adrat, “Optimal MMSE Estimation for Vector Sources
with Spatially and Temporally Correlated Elements,” Advances in

Fig. 7. MOS-LQO versus=t b obtained using diérent header sizes for Digital Speech Transmission, R. Martin, U. Heute, and C. Antweiler,

the benchmark Speech- JISCD ‘(s-1SCD) system and for the proposed Speech- Eds. John Wiley & Sons, Ltd, 2008, ch. 11, pp. 311-328.

Header-ISCD (S/H-ISCD) system. [12] ETSI EN 301 704 V7.2.1 (2000-04Rigital Cellular Telecommunica-

tions System (Phase 2+); Adaptive Multi-Rate (AMR) Speech Transcod-
. . ing (GSM 06.90 Version 7.2.1 Release 1998), April 2000.
constant packet energy, the header size is not a critical fagt@jj T. clevorn, L. Schmalen, P. Vary, and M. Adrat, “On Redundant Index

as compared to state-of-the-art transmission systems, which do Assignments for Iterative Source-Channel DecodingEE Commun.
not exploit header information. This concept causes nearly QQ Lett, vol. 12, pp. 514-516, 2008.

: . . , N9 1TUT P862 Perceptual Evaluation Of Speech Quality (PESQ): An Ob-
loss in decoding quality by the header’s energy consumption” jective Method for End-To-End Speech Quality Assessment of Narrow-

for common header sizes. Band Telephone Networks and Speech Codecs, ITU-T, February 2001.
[15] C. Bormann et al., “Robust Header Compression (ROHC): Framework
and Four Profiles,” RFC 3095, Tech. Rep., 2001.

MOS-LQO

- — = S-ISCD
S/H-ISCD

MOS-LQO

ACKNOWLEDGMENT

The authors would like to thank Laurent Schmalen for pro-
viding the basic simulation software and Prof. Klaus Wehrle
for fruitful discussions on the protocol aspects.

ISBN 978-3-8007-3211-1 © VDE VERLAG -GMBH - Berlin - Offenbach



