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. . . Convolutional
Abstract—Insertion convolutional codes and the underlying Interleaver Encoder Puncturer

principles attract more and more attention, e.g., in iterative b’ x ¥ y
decoding, joint channel coding and cryptography or even in chan- — I Gee A
nel estimation. Known bits (dummy bits) are inserted into the d ——
information bit sequence before convolutional (turbo) encoding.
These bits support the decoding of the information bits resulting
in an improved decoding quality. Although this concept is widely
employed, there does not exist any theoretical evaluation of thes . . L
codes. We provide a basis for such an evaluation by means of@re sometimes calledncoded pilots. All these applications

their EXIT charts. We will analytically derive their EXIT charts have in common that perfect information about a fraction of

as a function of the EXIT charts associated with the underlying bits is exploited to improve the decoding of the rest of ths bi
convolutional code for a transmission over a BEC as well as a relying on the concepts presented in [1].

binary input/continuous output AWGN channel. These results Alth h th ist licati ios for ICC
can be adopted to all applications where perfect information is ough there exist many application scenarios for S

exploited by a SISO decoder and provide an excellent basis for OF their principles, no information theoretical evaluatiof

the analytical prediction of the expected gains. their fundamentals has been performed so far. However, a

comprehensive theoretical evaluation might be extremséy u

| INTRODUCTION ful to quantjfy the_ expected performance gains depenqent

) on the fraction of inserted dummy bits. Such an evaluation

Insertion convolutional codes (ICCs) have been introducedcan further lead to a deeper understanding of the effect of

by Xu and Romme in [1] as a novel technique for adaptinie dummy bit insertion enabling the analytical optimiaati

the rate or for constructing lower rate codes by insertingf such schemes. Today's transmission systems commonly

known bits (dummy bits) into the information bit sequencemploy turbo codes consisting of two either parallel orari

before convolutional encoding. It has been observed thet tfoncatenated convolutional codes. A widely used tool fer th

information provided by the dummy bits highly supports thgrediction of the convergence behavior of these codes is the

decoding of the information bits. EXIT chart analysis which has firstly been introduced by
Besides the application of rate matching, ICCs and then Brink in [9]. EXIT charts illustrate the flow oéxtrinsic

underlying principles attract more and more attention er¢  information through the constituent SISO decoders. Fdyaur

studies. In [2] we consider a packet-switched multimedigdes, this might be an appropriate measure to quantify the
transmission based on cross-layer communication where @dlins achievable by ICCs.

header bits are fed back after error-free decoding to th©SIS | what follows, EXIT charts for parallel concatenated

channel decoder. These bits are exploited as dummy bit&withcCs are derived based on the EXIT charts of the underlying
the turbo decoding resulting in an improved decoding of theynyolutional code. This enables a theoretical evaluatibn
payload. The underlying concept has further been appligék expected gains given by ICCs and provides a basis for

to joint channel coding and cryptography [3], [4] whergnathematical system optimizations.
iterative decryption is performed based on two information

blocks which are individually encrypted but jointly encdde Il. INSERTIONCONVOLUTIONAL CODES
by the channel encoder. After error-free decryption of the . . . .
first block, this information can be exploited as perfect  |N€ structure of an insertion convolutional encoder is de-
priori information at the SISO decoder during the iterativ icted in Fig. 1. The multiplexed vectd¥ = [b d] containing
decryption process of the second block. In [5], one inforamet € dummy bitsd = (d; ... d,...d) (1 < £ < L) and the
block is even substituted by dummy bits which are known ifformation bitsb = (by...by...bar) (1 < m < M) is
advance and can be exploited at once. In channel estimatipfi’€r deterministically or even randomly interleaved by a
pilot symbols are mostly used for estimation of the curreffitériéaverll. The resulting sequence = (z; ...xx ... 7x)
channel state. However, instead of inserting pilots at tff% 1€ngth K = M + L is then encoded by a convolutional
modulation stage, in pilot symbol assisted coding schem&§icoder with generator polynomial(§)cc and code ratecc
a predetermined fraction of dummy bits is inserted into tHPtaining the output vecty” = (y ...y .. - yy. ) of length
information bit sequence before encoding [6]-[8]. Thesatpi ¥V = K -7cc- If Gog is systematic and if the ICC is either
a component code of parallel concatenated convolutional

This work has been supported by t‘llm Research Centre, RWTH code (P_CCC) or the inner code Of.wia]_ly .Concatenate(_j
Aachen University. convolutional code (SCCC), puncturingA is introduced in

xXcZ

Fig. 1. Structure of an insertion convolutional encoder.
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Fig. 2. Information theoretical decoding model for one of teenponents of a parallel concatenated turbo code.

order to eliminate all systematic dummy bits. These bits aby the underlying communication channel. For non-systemat

known in advance and, thus, do not have to be transmitted o CCs, there is no channel observation, iz;, = 0.

the channel saving energy and bandwidth. Accordingly, theBy means of the mutuad priori information

length of the output vectoy = (y1 ...y, ...yn) is reduced

by the number of dummy bité resulting inN = K -rg/,— L. Ta, :=1I(Ag, ; By) and (3)

For non-systematic convolutional codes,is neglected, i.e., Ta, = I(Ay.; Y,) (4)

y = y* and N = N*. Please note that there are some Av Ynrtnls

applications where the transmission of the systematic dyjmrlrhe EXIT characteristids(Za, |Za, ) can be defined accord-

bits are reasonable (e.g. pilot symbols for channel esibmgat ing to BTy
Hence, the code rate of the insertion convolutional encoo‘erg

amounts to T8(ZaglZay) = I(Ep,,; Bm) = Lgy, (5)
M . :
— G non-systematic . . . . ) .
rioc = ML ree - =oe ySie . (1) whereZy, in (5)is considered as arbitrary but fixed. Since all
Grn.-i-z - Goc systematic bits B,,, andY;, can be assumed as i.i.d., we skip the subscripts

in what follows unless there is a risk of confusion.

In order to obtain the desired EXIT characteristics
a5|Za, ), at first, the mutuak priori informationZ,4,,
mputed analytically by choosing an appropriatginsic
2hannel. Then thextrinsic information Ig, is determined.

general, the computation dfg, is impractical needing

to rely on Monte Carlo simulation. In this contribution we
focus on thebinary erasure channel (BEC) and thebinary
input/continuous output additive white Gaussian noise channel
(BIAWGNC) for the communication channel as well as the
extrinsic channel. The evaluation of thbinary symmetric
channel (BSC) is out of our scope but can be easily derived
Jﬁ(})/m the results given in what follows.

IIl. EXIT CHART FUNDAMENTALS

In order to analyze the flow of mutual information through,.
a SISO decoder, a general decoding model has been presegﬁ%
in [10] and is shown in Fig. 2. A successful application t
randomly punctured convolutional codes is given in [11]. |
what follows, capital letters are applied for random vaeab
and small letters signify their realizations. For the sakeim-
plicity, the puncturing introduced in Fig. 1 is not consier
explicitly in the following information theoretical evadtion
since no additional information is provided by the transios
of the systematic dummy bits. Throughout this contributian
considerparallel concatenated convolutional codes (PCCCs).
Nevertheless, all results can easily be adapted to seri
concatenated convolutional codes (SCCCs) as we will deescri
in Sec. VI. Mutual A Priori Information for the BEC and the BIAWGNC

The SISO decoder receivestrinsic log-likelihood ratios

(LLRS) Ap — (Ajg Ap Ap,) about the infor- The following considerations are valid for the communica-
- 172 m?°T M

tion channel as well as thextrinsic channel. Therefore, we

mation bits B = (By,...,Bm,...,By) from the other =~ ; : . : :
component of the PCCC which can be exploited by the SIS!! SKiP the subscript associated with the respective ciean
unless there is a risk of confusion.

decoder as priori information. This can be modeled by an . L .
extrinsic channel with capacityZ,,. Furthermore, channel- " the BEC case, the capacity = Z, is simply given by

related LLRS Ay = (Ay,,...,Ay.,...,Ay,) about the Means of the erasure probabilify as
output bitsY = (Y3,...,Y,,...,Yy) are provided to the
SISO decoder by the communication channel with capacity Ia=1-P. (6)

Z 4, - Note that the output bits may contain also the informa- o o o
tion bits if systematic component codes are employed. BothConsidering a transmission over a BIAWGNC, the distri-
types of information are then exploited in order to deteemirpution of the LLRs at the input of the SISO decoder can be
the extrinsic LLRs Ep_ as well as thea posteriori LLRs Modeled by an independent Gaussian random varidbieth
L(Bm|Ay, Ap) of the input bitsB,,. According to [9], the conditional probability density function
extrinsic LLRs Eg,, for PCCCs are given by means of the
posteriori LLRs and thea priori LLRs: 1 { (€ - UQAb)Q}

-expl — . (M

oA

pa(A=¢|B=0b) = -
EBm, = L(BmlAY7 AB) — AB7n —ZB o

@) CV2r

For systematic PCCCs, the LLRg , corresponds to the chan-Hence, the mutual informatiof, between the transmitted
nel observation regarding the information ki, provided bipolar information bitsB and the LLRsA can be expressed

m*

GLOBECOM, December 2011, Houston, TX, USA 2/5



according to [12]: mutual a priori informatioriZ 4, at the output of two parallel
concatenated channels is given in general b
In:=I(A=¢&B=0) 9 9 y

) ) Za, =I(Ap Ap; X)
—5 > [ maa=gn = = T(Ap: X) + T(Ap: X) — T(Ap: Ap)
b=—1,1_" =TZa, +Za, —IZ(Ap;Ap), (11)

2-pa(A=¢B=1b)

- log, — — = ——d{. (8) whereZ(Ag; Ap) is called thenformation defect with respect
pa(A=¢[B=—1)+pa(A=¢|B=1) t0Za, <Za, +Za,.
Substituting (7) into (8) results in ten Brink's well knowh In this contribution, the extrinsic channel as well as the
function communication channel is either a BEC or a BIAWGNC.
o exp{ (6— 2492 1'°:c|)|r these types of channels (11) can be computed using the
_T} _ ollowing proposition.
Joa) =Ta=1- / V2ro 4 logs (1 Te £) ds, Proposition 4.1: Consider the parallel concatenation of two

—o0 channels, where the first channel corresponds to a BEC with
. . ©) utual informationZ4,, = Pp and the second one either
which cannot be expressed in closed-form and, thus, has to§e;, BEC or to a BIAWGNC with mutual informatiof 4
-

numerically approximated. This function provides an irder Then the mutual Informatiofi, . at the output of the parallel
lation between the mutual informatidry and the variance 4 concatenated channels can be expressed as
of the related LLRs. Hence, Monte-Carlo simulations can be

carried out for approximating the flow ektrinsic information Tay =Ta, +Ta, —Ta,  Ta, (12)
by simply varyingo 4. — Pp+(1— Pp)-Ta,,. (13)
IV. EXIT FUNCTIONS FORICCs

In order to derive analytically an expression for the EXIT  proof: See [13] for the BEC case.
function of the insertion convolutional decoder by meanthef proof for the BIAWGNC case:

EXIT function of the pure convolutional decoder, we assumghe conditional probability density functiops, (Ax =

a random interleaver in Fig. 1. It can easily be shown that thi| x = 1) =: p,(¢|x) of the informationAx at the output
EXIT function slightly underestimate that one associatétth w of the parallel concatenation is given by

an ICC employing a deterministic interleaver. Howevers thi

is out of the scope of this paper. pax(&lx) = (1 —Pp) pay(€lz) 4+ Pp - 0200, (14)
The transformed information theoretical decoding model fo , . , .

an insertion convolutional decoder with random interlagvis  With dz.oc being the Dirac-delta function  shifted go— x- oo

depicted in Fig. 3. In the ICC decoding model, the vecXor @ndpa, (&|z) given according to (7). The first term describes

rather than the information bit vectd is considered since the influence of theaxtrinsic channel which is modeled as

dummy bit insertion using a random interleav@rhas been BIAWGNC, w_h|_le the_ second term accounts for the effect of

employed before convolutional encoding. Tésrinsic chan- the dummy bit insertion. Due to the symmetry;of, (Ax =

nel models the distribution of thextrinsic LLRs A 5 regarding &1X = ), Za is given by (8) according to

the information bitEB provided by the other component of the oo
considered PCCC. They are exploitedaapriori information o -1
in the SISO decoding process. However, no information is ~4x ~ | PAx (€l =1)
given by theextrinsic channel about the dummy bil3. The 0
perfecta priori information provided by the dummy bits can o 2 pac(§lz=1) de (15)
be modeled by a parallel concatenated BEC with erasure 82 pax(Elr=—-1)+pa,(Ez=1)
probability

L M =:g9(£lx)

Po=1-Pp=1-—==" (10)

K K The contribution ofg(¢|z) to the integration result can be
and capacityCp according to (6). The BEC secures thatletermined by computing the auxiliary function
only the dummy bit fractionPp, = L/K is exploited by the
SISO decoder as perfeatpriori information A p, while no g(€)z) — log, 2 pag(zr=1) (16)
additional information is generated for the informatiotsii. pag(§lr =—-1) +pay(§lz =1)

ConsequentlyA 5 equals zero at each dummy bit position and
A p equals zero at each information bit position. Hence, the™

Pax(Elz=1) - (pay €z = —1) + pa,(flz = 1))

82 (€7 = 1)+ par @z = 1) - pay (€l = 1)

vectorsA g and A p can be added resulting in the vectary FilElz) + fol€lz)
which is exploited as overadl priori information by the SISO = log, . a7
decoder. fl (£|‘L) + f3(§|l’)

However, in order to obtain the mutualpriori information - thematical vi it the Dirac-delta funcomt strictl
P . H rom a pure mathematical viewpoint, the Dirac-aelta uncisomot stric y
IAX = I(A_B Ap; X) at the mput of ,the SISO decoder, &, function, but can be formally defined as an irregular distiém. For the
simple addition of the mutual informatidfia, := Z(Ap; X) sake of simplicity, we use the notatia.oc :— lim (29 6c (6 — = - &),

andZ,, :=Z(Ap; X) is not possible. According to [13] the whered. (e) is sometimes called a nascent delta function.

GLOBECOM, December 2011, Houston, TX, USA 3/5
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Fig. 3. Transformed information theoretical decoding modeltfi@ insertion convolutional decoder.

The auxiliary functionsf, (¢|x), f2(&|z) and f3(¢]z) can be applied convolutional decoder according to
computed by means of (14) to
TENTanlTay) = O @) 1ZET), (29)

fl(ﬂx) = (1 - PD) *PAp (§|{E = 1) ith I(CC) T do < T T < 1. Obvi V. th
. =—1 =1 18) W Ay = 14y a@n = £Apy LAy = - viously, the
_(p]f;‘B(?x )+pA_B(€|135 ) (18) dummy bit insertion entails a shift in the operation point

f2(€lx) = Pp - doc - (pap (e = —1) towards higher mutuah priori information, namely from
+Dag (?I = 1)) =0 (19) (IAB7IAY) to (Iz(‘l(;C)’IIElCYC))'

fs(€lx) = Pp - 0c - pa, (§lo =1) V. EVALUATION

Pp-d_o- =1)= 2 ,

+ P dcopas(Ele ) =0, (20) As an example, the systematic rate-1/2 component code
where f>(£|z) and f3(¢|z) can easily be derived by using theof the UMTS-LTE turbo encoder with generator polynomials
suppression property of the Dirac-delta function. Thisutss Gece = (1,15/13)s is employed as convolutional code by
in the insertion convolutional encoder. The EXIT function loé t

2 pay (€l =1) resullting ICC is then analytically computed by means of (26)
= ff Z=1 =0 (21) for different channels:
Pap(Elr = —1) +pas (€l =1) (@) Communication channel aratrinsic channel are mod-
Hence, Equation (15) simplifies to eled by a BEC.

o (b) Communication channel arekxtrinsic channel are mod-

Lax = / (Elz =1)- eled by a BIAWGNC.
T T The corresponding EXIT functions are depicted in Fig. 4.

They are analytically derived for the insertion convolu-

9(€|x) —log,

log 2-pag(§lz=1) i tional decoder (bold lines) according to (26) and compared
pag(€lr=—1)+pag(Elz=1) with their measured EXIT functions (dashed lines with
o filled squares) for different dummy bit fractions/K &

_ . _ . . 0.1,0.2,0.3,0.4,0.5,0.6,0.7}. The communication channel
N /((1 Fp)-pap (e = 1)+ Pp - 0oo) - loga(e)dt |{s either a BEC with eragure probabilit. = 0.7 or a
BIAWGNC with channel qualityE, /Ny = —6 dB.
=Pp+ (1= Pp)-Ia, (22) " Aswe have stated in the previous sectiBp- > (Za,|Za, )
=Zap +Zag —Zap - Tag, (23)  can be derived by means of the EXIT function related to the
underlying convolutional decoder by shifting the openatio
m boint from (Z4,,Z4,) to (szg,szf)). This leads to a
Proposition 4.1 provides the desired expression for tifgétching of the d|m|n|sh(%% intervall/ K, 1] to [0,1] due
equivalent mutual informatiodgCBC) exploited by the SISO t© the mapping ofs, t0 7"

— 00

exploiting the Dirac-delta property again.

decoder in the system with no dummy bit insertioragsiori Considering Fig. 4, it has been observed for the BEC case
information: that the analytically derived EXIT functions exactly match
their measured versions, while for the BIAWGNC case the
II(L‘CBC) =Ta, =Ta, +Za, —Ta, -Ta, (24) analytical derivation provides a very close approximatibime
=Tu, +Pp-(1—Tu,)>Ta,. (25) condition for the consistency of both curves is the equalfty

the amount of mutuad priori information and the consistency

Consequently, dummy bits provide additional mutaadriori  of the underlying probability distribution. However, thatter
information to the SISO decoder resulting in a more reliabondition is not fulfiled due to the increasing divergende o
decoding. both distributions for an increasing number of dummy bits

In both systems, the same SISO decoder is used. Congef. Equation (14)). For a high number of dummy bits, the
guently, both systems generate egagbosteriori LLRs and parallel concatenation of thextrinsic BIAWGNC and the
extrinsic LLRs if assuming equal input information. BEC modeling the dummy bit insertion converges to a BEC

Hence, the EXIT function of the insertion convolutionaproviding a lower bound for the measured EXIT function
decoder can be constructed from the EXIT functions of theecording to [13]. Nevertheless, both EXIT functions match
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IAB IAB
(a) BEC, component code of PCCC scheme (b) BIAWGNC, component code of PCCC scheme

Fig. 4. Comparison of analytically derived (bold lines) andaswed EXIT functions (dashed lines with filled squares)haf insertion convolutional
encoder based on the systematic rate-1/2 UMTS-LTE comporet with generator polynomial&cc = (1, 15/13)s for different dummy bit fractions
L/K € {0.1,0.2,0.3,0.4,0.5,0.6,0.7}. Transmission has been performed over a BEC with erasure lghitypaP. = 0.7 and a BIAWGNC with channel
quality Es/No = —6dB.

almost perfectly for a dummy bit fraction of up to 40 % of theonsidered. This provides a great basis for evaluatingygnal

block size and, thus, for many relevant application scesari ically the expected gains achieved by insertion convohatio
In order to optimize ICCs with respect to the insertedodes with respect to the inserted dummy bit fraction angidi

fraction of dummy bits, many time-consuming EXIT charextensive simulations.
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