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Abstract— Turbo DeCodulation is the combination of iterative
demodulation and iterative source-channel decoding to a sgle
multiple Turbo process. The receiver structures of bit-interleaved
coded modulation with iterative decoding (BICM-ID), iterative
source-channel decoding (ISCD), and iterative source codemod-
ulation (ISCM) are merged to one novel Turbo system, in which
in two iterative loops reliability information is exchanged between
the three single components, demodulator, channel decodeand
(softbit) source decoder. Simulations show quality improements
compared to the different previously known systems, which se
iterative processing only for two components of the receive
We propose the enhancement to Turbo DeCodulation by an
additional link for a direct supply of reliabilities from th e softbit
source decoder to the demodulator. We will demonstrate that
using three-dimensional EXIT charts a convergence analysiof
Turbo DeCodulation similar to single Turbo processes is pasble.

|I. INTRODUCTION

The Turbo DeCodulation scheme [13] described in Sec-
tion 1l is a multiple Turbo process, in which thextrinsic
reliabilities are exchanged between all three receiver-com
ponents,demodulator, channel decoder, and (softbit) source
decoder. The termTurbo DeCodulation is chosen according to
the short-terntodulation [14] for the, in our case, source and
channel coded modulatiofiurbo DeCodulation can be either
interpreted as serial concatenation of BICM-ID and ISCD via
a common channel code or as integration of a single channel
code into ISCM.

In Section Il we present the novel enhancement for system-
atic channel codes tdurbo DeCodulation™. Here, extrinsic
reliabilities are additionally supplied directly from tt&BSD
to the demodulator. The simulation results in Section IMgho
a further improvement with respect flurbo DeCodulation
with a negligible additional computational complexity.

Section V contains a novel EXIT chart analysis [15] of the

~ With the discovery of Turbo codes [1],[2],[3] channel codtwo versions ofTurbo DeCodulation. With three components
ing close to the Shannon limit becomes possible with modergjrocessingextrinsic reliabilities the classic two-dimensional

computational complexity. In the past years the Turbo [piec

EXIT chart is not sufficient anymore. However, with three-

of exchangingxtrinsic information between separate channelimensional EXIT charts the convergence behavioflato
decoders has been adapted to other components of thegecodulation can be very well analyzed.
ceiver. In our case a receiver consists of demodulator,rean

decoder, and source decoder.
In [4],[5] bit-interleaved coded modulation with iterative

II. THE TURBO DECODULATION SYSTEM
In Fig. 1 the baseband model of the proposadabo

decoding (BICM-ID) is presented, in which the channel deDeCodulation system is depicted. Thener iterative loop
coder exchangesxtrinsic reliabilities with the demodulator. corresponds to a BICM-ID system [4],[5], while thauter

This technique foriterative demodulation is based on non-

iterative bit-interleaved coded modulation (BICM) [6],[7], the

standard transmission scheme for higher order modulations
today’s wireless communication systems, e.g., WLAN, due to™

its simplicity and flexibility and its robustness againgtifey.

To exploit the residual redundancy in the source coded

iterative loop is similar to an ISCD system [8],[9],[10].

parameters such as scale factors or predictor coefficients
for speech, audio, and video signals in a Turbo process,!
iterative source-channel decoding (ISCD) has been developed

in [8],[9],[10]. The a priori knowledge on the residual re-
dundancy, e.g., non-uniform probability distribution art@
correlation, is utilized forerror concealment by a derivative

of a softhit source decoder (SBSD) [11], which exchanges &

extrinsic reliabilities with a channel decoder. -

In iterative source coded modulation (ISCM) [12] no chan- !
nel coding is needed at all and tletrinsic reliabilities are
exchanged between the demodulator and the SBSD.

At time instantr, a source encoder determines a framef
K source codec parameteis , with k=1, ...
the position in the frame. The single elements, of v, are
assumed to be statistically independent from each otheh Ea
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Baseband model of Turbo DeCodulation.

K denoting



valuew, - is individually mapped to a quantizer reproductiotthe softbit source decoder (including parameter estimation
level @*, £=1,...2M=. To each quantizer reproduction levewith the minimum mean squared error serving as fidelity
ul") selected at time instant a unique bit patterrv,. , of criterion) to [8],[9],[10],[11]. Note, the channel decadim

M,. bits is assigned according to the index assignmignt & Turbo DeCodulation system needs to compuitrinsic
VH7T:F(QI(§)). For simplicity we assum@z,,= M for all x. 'eliabilities for decoded bits, - as well as for the encoded
The single bits of a bit patters, . are indicated byu,gf'i), bits v, -. In case of a_systematic channel _cod_e,_the channel
m=1,... M. The frame of bit patferns is denoted fy. decode_r qf a c_on\_/gntlonal system would implicitly forwa_rd

The first and outer bit interleaver,,, scrambles the incom- the extrinsic reliabilities of the demo_dulator f_or systemapc
ing framev.. of data bits tov, in a deterministic manner. bits to the SBSD: However, .for cona_ster_my, |.e._, aI.I_r.eeew
Notice, bit interleaving as well as channel encoding need rig?MPonents provide only their respectemrms]m reliabilities,
to be limited to the present set. of bit patterns respy... th[gxqcongdered channel decoder genem’@éde&“) and the
Both routines can also be realized for a time sequenceiaf Low (v) are added afterwards. The extraction of éx@insic
consecutive sets, e.qr,_,, ...v,, if a delay of (in maximum) rehabﬂ:tles for the systematic bltf,[g:ﬂ](@) out_ of the stream
A time instants is tolerable in a practical application. Hoare ©f L[S_K(A](x) can be seen as a down-samplingl ™. For the
to simplify matters, in the following we consider only a siag €x@minedr =1/2 RSC code, e.g., this down-sampling by a
time instantr. factor of 2 would be denoted by2!”.

For channel encoding of a fran¥e. of bits v,, -, n=1... N,
we use a standard terminateetursive systematic convolu-
tional (RSC) code of constraint length+1 and a code rate In contrast to conventional non-iterative systems or sgste
(close toyr=1/2. In general, any channel code can be used ke BICM-ID and ISCD with a single iterative loop the
long as the respective decoder is able to provide the rEﬂhuilqgemodulator of theTurbo DeCodulation receiver can profit
extrinsic probabilities. For termination of the RSC codgtail from extrinsic reliabilities L (v) generated by the SBSD
bits are appended to the frane. The resulting codeword is if systematic channel coding is used. This requires a kind of

denoted byx. with systematic bits:\) and parity bitszZ) UP-sampling 71", i.e., “21" for the considered=1/2 RSC

andn—1... N+J. code, of the streanL.Sx1(7), in which we setLExl ()=0

8 . t ] 7~
The second and inner bit-interleaver, permutes this fOr the non-systematic bits anbidy(x) = LE§dL(0) for the

ki ¢ ¢
codewordx, to %.. Besides ensuring uncorrelatedrinsic  Systematic bits. Theedy(z) are added to thel5 (o).
information just as the outer interleaver, this inner iltaver These modifications are depicted in the gray shaded frea in
is additionally responsible for breaking up burst errorstiom  Fig- 2. We denote this enhancementhybo DeCodulation™.

transmission link.

[1l. THE TURBO DECODULATIONT SYSTEM

[ext] /~ [ext]
The interleaved codeworg, is divided into bit patterns Len LSBSD(U)\ Lspsp() L)

X, k=1,... Ko, with I single bits) , i=1,...1. In case SBSb @—» oM
the last bit patterx . - is not completely filled the remaining - - - - - -+ . A
positions are padded by zeros. The modulator maps eagHJtilization | Channel L&bend®)

~ ; ; t| of apriori || [exq - Demodulatof-=-
patternx - according to a mapping rulg to a complex | edae | ILCD ed¥) | Decode >
modulated symbol, . out of thesignal constellation set , 1LKnowledge ===

by ;i!, with ;5551 =7 *(yr.»)¥. The modulated symbols are,

! AN
Yk,r = 1(Xr,+). The respective inverse relation is denoted L(v) 4_@ J\L[ghﬁ}l(@)
/o / \
)

normalized to an average energy of|[By. . ||?} = 1. | LESeHw) ! LW (@ L (x)
On the channel complex additive white Gaussian noise Fig. 2. Receiver of the Turbo DeCodulatibrsystem.
(AWGN) ny . = n) . +jny  with a known power spec-
tral density of 02 =N, (02, =02, =N,/2) is applied, i.e., IV.  SIMULATION RESULTS
2k, = Yk,r 1,7 The capabilities of the proposedurbo DeCodulation

The received symbols; . are evaluated in a multiple scheme shall be demonstrated by simulation. Instead of us-
Turbo process, which exchangedrinsic reliabilities between ing any specific speech, audio, or video encoder, we model
demodulator (DM) and channel decoder (CD) in timaer K¢ =500 statistically independent source codec parameters
iterations, and between channel decoder aofthit source by Kg independentis® order Gauss-Markov processes with
decoder (SBSD) in theouter iterations. Such reliability infor- auto-correlationp=0.8, a typical value for some parameters
mation can either be evaluated in terms of probabilifi¢s or  of source codecs. Each parametgr, is scalarly quantized
in so-calledlog-likelihood ratios, or shortL-values [2],L(-). by a Lloyd-Max quantizer usind/ = 3 bits/parameter. The

The Turbo DeCodulation receiver is described in detailindex assignment is eithernatural binary (if SBSD stand-
in [13]. For the equations for the computation of thérin- alone) orEXIT optimized [18] (if SBSD in the loop). The
sic probabilities or their respective L-values in each conbit-interleaved framer. is channel encoded using a memory
ponent we refer to the literature, i.e., for the demodulatof = 2, terminated RSC code with generator polynomial
to [4],[5], for the channel decoder to [16],[17], and forG = (1,@). The modulator mapd = 3 bits to one



exemplary design constraint compared to the non-iterative system is approximatelytffer

12 - ot given settings) withAg, v, =2.5 dB the sum of the gains
13 | Turbo DeCodulatiot by the ISCD and BICM-ID systems used for comparison.
— 12 b\ For Turbo DeCodulation 8PSK-Mixed mapping andEXIT
@ 1| Turbo DeCodul.~ o optimized index assignment are applied afigh =5 iterations
= .| EXIT optimized N i
o 10 ) ‘ non-iterative are carried out.
Z 9 - 8PSK-Mixed. ‘paseline systent Identical settings are used for tiirbo DeCodulation™
= 8= =95 o D 1 system (solid curve @”). At the reference parameter SNR
g Z o ISCD: Zgut = 5. of 13 dB only a slight impro_vement ofAg, /N, =0.1 dB
S sl _EXIT opt.; 8PSK-Gray compared toTurbo DeCodulation can be observed. For
g ab - T O O S | medium parameter SNR3(.11 dB) this gain increases to
3 -BICM-ID; Zin =5, . 1 Ag/, =03 dB. Note, the additional computational com-
2F ~Nat. Bin.; 8PSK-Mixed . 1  plexity of Turbo DeCodulation* with respect toTurbo De-
1f I S CI R . Codulation is negligible.
0 1 1 1 1 1 1 1 1
-2 -1 0 1 2 3 4 5 6 7 V. EXIT CHART ANALYSIS
Ey/No [dB] . . .
Fig. 3. Parameter SNR Simulation Results In this section the convergence behaviorTofbo DeCo-

dulation and Turbo DeCodulation™ is analyzed using EXIT
channel symbol by either 8PSK-Gray (if demodulator standharts [15]. With the three different receiver componerets-g
alone) or 8PSK-Mixed mapping [4] (if demodulator in theerating four differenextrinsic reliabilities this analysis is much
loop). In [5] other mappings are presented, which exhibit dore complex than in the classic case. Three-dimensional
better asymptotic performance than 8PSK-Mixed. HoweveExX|T charts [19] are required. In contrast to [19] the EXIT
with the SBSD providing goodxtrinsic information to the characteristics of the components differ significantly thuthe
channel decoder already at relatively Id#/No, the 8PSK- demodulator and the SBSD being part of the Turbo process.

Mixed mapping is the better choice for the given setting® dut first, we will present the EXIT characteristics of the tare
to its waterfall region being at a likewise loW,/No [4],[5].  components.

At the Turbo DeCodulation receiver=qter OUter iterations o
and Zj, inner iterations are performed. For the order of. EXIT characteristics

inner and outer iterations there exist lots of possibditiEor The EXIT characteristic of the SBSD with EXIT optimized
simplicity we set=rp ==in=Zout and restrict ourselves to theindex assignment is depicted in Fig. 4. On the two horizontal
case in which demodulator, channel decoder and SBSD @kgs thea priori mutual information from the channel decoder

executed sequentially in this order. This results in singher (7121 )y 504 the demodulatoZ®T, ) is shown. On the

andouter iterations being performed alternately. Except for the SBSDICD BSDIDM

. . . . . [ext
first and the last iteration, this can be seen as both it«ﬂrat?\'/ert'Cal axis the generateatrinic mutual informatiorZsgsp,

[apri] _ ioti
loops being executed in parallel, i.e., the channel decodgflotted. In the plandggepy,, =0 the EXIT characteristic
feeding both loops simultaneously. for the classic ISCD system can be found. If extrinsic

The parameter signal-to-noise ratio (SNR) between the reliabilities are forwarded from the demodulator to the 8BS

; R ext] /~\ _ i

originally generated parameters, . and the reconstructed'-&- N0 down-sampllng[(}?M (v)=0), we get the lower, light
estimatesi, , is used for quality evaluation. The simulatiorB'®Y surfa}&%. However, in the considered systems the SBSD
results are depicted in Fig. 3. uses theLy,'(v) and we obtain the upper, dark gray surface.

The dashed line is the result for a non-iterati@d — 1) This_ sgrfa_ce can be geqerated ei_ther b_y simulation with two
baseline system which usestural binary index assignment apriori rellla_b|I|t|es or by interpolation using the known EXIT
I' and standard 8PSK-Gray mappingThe solid line marked characteristic for_the ISC_D case. For a blnar_y er%sr,)lrﬂre alann
“q” uses ISCD withZqy = 5 iterations andEXIT optimized (BEC) the combined priori mutual informationZggepy, t0
index assignment [18]. Since the demodulator is not part B¢ used in the ISCD EXIT characteristic is [20]
the iterative process, =1), still the, for this case, optimum  rlapr _ fapr 4 lap _ glapr - glapd (1)
8PSK-Gray mapping is applied. Due to the relatively weak SBSP¥ — “SBSOCD ' “SBSODM  “'SBSDICD ~SBSODM
memory 2 channel code the performance gain of ISCD is orlly [21] it was shown that the BEC channel is a good ap-
Ag,n,=1.0 dB, if a reference parameter SNR 03 dB is proximation for the AWGN channel in the context of EXIT
assumed as exemplary design constraint. At this parametbaracteristics. A not depicted comparison between siedla
SNR BICM-ID with 8PSK-Mixed mapping (solid curve-") and interpolated results confirms this.
allows an improvement o, , =1.6 dB. In theinner loop As visible in Fig. 5, the EXIT characteristics for demodula-
Ein = 5 iterations are executedEg,; = 1) and the standard tion of 8PSK-Mixed mapping differ fofurbo DeCodulation
natural binary index assignment is used. (left, light gray surface) andlurbo DeCodulation™ (right,

At the baseline parameter SNR the performance gain dérk gray surface), since witfiurbo DeCodulationt the
the combinedlurbo DeCodulation system (solid curve ) demodulator also getextrinsic reliabilities from the SBSD.
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However, with the considered=1/2 RSC coded, we have 4

L& (x) # 0 only for the systematic half of the bits. Thus,

: i 0
for interpolation we have to use 0

Fig. 7. EXIT chart forTurbo DeCodulation, Ey/No=2 dB.

it el 0.5z T o5z (2 o . o
om,x =Zpwmjco T DM|SBSD ~ ““DM|CD DM|SBSD ) exchange o&xtrinsic mutual information in thenner iteration

In Fig. 6 the EXIT characteristic for the encoded tﬁ’{%ﬂenc loop. The trajectory proceeds in all three dimensions, o th
of the channel decoder is depicted. The EXIT characteristight for demodulator, to the back for the channel decoder,
for the decoded bits diverges only slightly and is not showAnd upwards for the SBSD. The corners of the trajectories
In contrast to F|g 4 and [[191, the surface is not Symmetr}@ry well coincide with the visible EXIT characteristics.

with respect tdz—[caglflﬂm andICa[')JIHSBSD’ because the twa priori In Fig. 9 the trajectories fofurbo DeCodulation and Turbo
mutual information refer to different inputs, i.e., encddd DeCodulation™ as well as for BICM-ID and ISCD are com-
decoded bits. pared. The end points of the trajectories are projected thieto
planes of the cube for an easier comparison. As visiti®o
B. Decoding Trajectories DeCodulation™ slightly outperformsTurbo DeCodulation as a

Figs. 7 and 8 show the EXIT charts including the traje(j’esult of the inclined EXIT characteristic of the demodaiat
tories atE; /Ny =2 dB for Turbo DeCodulation and Turbo ~ With Turbo DeCodulation™ (cmp. Fig. 5). The trajectory of
DeCodulation™ respectively. The EXIT characteristic of theBICM-ID matches the EXIT characteristics of channel decode
SBSD is omitted, because it would conceal the trajectory. Fand demodulator in the bottom plarEgd,=0 bit) of Figs. 7
the channel decoder the EXIT characteristic for the encodadd 8. Especially with respect foq the trajectories of the

D,enc
bits (Fig. 6) is used. Thus, the EXIT charts reflects thivo versions offurbo DeCodulation can proceed much further
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