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Abstract 2 Thel SCD System Model

The exploitation of the residual redundancy of source2 1 Conventional | SCD

codec parameters by using the Turbo principle is known

as iterative source-channel decoding (ISCD). The concepp Fig.|1 the baseband model of iterative source-channel
of redundant index assignments was proposed as a powecoding is depicted. At time instant a source encoder
erful improvement for ISCD. In this contribution design determines a frama, consisting ofKs source codec pa-
and optimization guidelines for such redundant index asrametersi ; with k =1,...Ks denoting the position in the
signments are presented. Commonly, the redundant inddsame. The single elementg ; of u, are assumed to be
assignment is based on a simple block code. Using estatistically independent from each other. By scalar quanti-
trinsic information transfer (EXIT) chart we demonstrate zation each value, ; is individually mapped to a quantizer
that weak block codes such as a repetition code should gproduction Ieveu,(f” with index & =0,...Q— 1. The

preferred. Simulation results show significant performance,ymper of quantizer levels is usually assume®as2M.

improvements with redundant index assignments based . . .
thig guideline g Olno each quantizer Ievelff’r) selected at time instartt a

unique bit patterrx, ; of M bits is assigned according to

the index assignmefft, x, ; =I (&« ). The frame oKs bit

1 Introduction patterns is denoted kwy,. The bit interleavert scrambles
the incoming framex, of data bits tox; in a determin-

With the discovery of Turbo codes channel decoding closgstic manner. We restrict the interleaving to a single time

to the Shannon limit has become possible with moderatgame with indext and omit the time frame indexin the

computational complexity. In the past years the Turbcfollowing where appropriate.

principle has been extended to other receiver components. For channel encoding of % we can use, e.g., a stan-

One of these extensionsitsrative source-channel decod-  gard terminatedrecursive non-systematic convolutional

ing (ISCD), e.g., [1, 2, 3], which allows to exploit the (RNSC) code otonstraint lengtid+1 and ratec. The re-
residual redundancy in source codec parameters such 88iting codeword is mapped to bipolar byts {+1}, e.g.,
scale factors or predictor coefficients for speech, audigor BPSK transmission with symbol enerfiy=1. On the
and video signals in a Turbo process. This residual rechannel additive white Gaussian noise (AWGNyith a

dundancy occurs due to imperfect source encoding resulimown power spectral density of =No/2 is applied, i.e.,

ing, e.g., from delay constraints. Thepriori knowledge 7=Vy+n

on the residual redundancy, e.g., non-uniform probability

distribution or auto-correlation, is utilized farror con-

cealment by a derivative of aoft decision source decoder _

(SDSD) [4, 5], which exchangestrinsic reliabilities with ~ Source Coding,

: CTEQ}?le?(S;Oedn?ri.n the optimization of an ISCD scheme —+| Quanti &) index ».—M Channel |
— uantzer .

is the index assignment (IA) in the source encoder from Assignment Encoder

quantizer levels to bit patterns [6]. In [7] the concept of —————~——~ 5 o] . . fext] /o

redundant index assignments is presented, which gives a Pspsp®  Pspspl¥)

significant performance improvement and enables a multi- [ Utilization

I | ]
1 > JT >
mode ISCD system. More results on redundant index as- 1| of a priori |} - Changel "
signments can be found in [8, 9]. In this letter we analyze | Knowledge|™ 7 i‘ Decoder |
the redundant index assignments and optimization crite- EP(XIZﬁ | P([:eét] x) Pc[;eét] ®)
I

ria in [7,[8, 9], propose a novel optimization concept, and -
demonstrate by simulation that the new simple redundant .| Parameter
index assignments outperform the previously known ones. || Estimation
The new redundant index assignments resemble a simple ===
repetition code in the given example. Some similarities to )

repeat-accumulate codes [10] can be observed. Figure 1: Baseband model of ISCD
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The received symbols are evaluated in a Turbo pro- 3 Optimization of Redundant Index
cess,which exchangegxtrinsic reliabilities between the ;
channel decoder (CD) and thaft decision source decoder Ass gnments
(SDSD). Such reliability information can either be evalu-The advantage of redundant index assignments with re-
ated in terms of probabilitieB(-) or aslog-likelihood ra-  spect to conventional index assignments can be best ob-
tios (L-values)L(-). served in an EXIT chart [6]. In Fig. 2 the EXIT charts
The ISCD receiver is described in detail, e.g., in [1,0f ISCD with a conventional index assignment and ISCD
2, 5,/6]. For convolutional codes the equations for thewith a redundant index assignment are compared. For the
extrinsic probabilities are well known. The SDSD deter- simulation settings we refer to Chapter 4. The index as-
minesextrinsic information mainly from the natural resid- signments are identified b(y)ﬁ or (.)3**_ NB stands for
ual source redundancy which remains in the bit patterngatural binary, EO for EXIT optimized [6], and BC for
xk,r after source encoding. Such residual redundancy amiock coded [8]. In the left EXIT chart we can observe
pears orparameter-level, e.g., in terms of a non-uniform  that the EXIT characteristicE of conventional index as-
distributionP(x ), in terms of correlation, or in any other signments are limited to a maximum extrinsic mutual in-

possible mutual dependency in timeThe algorithm how formationli[;eggga*«l bit [6]. As the stopping intersec-

to compute thextrinsic P24 _(x) has been detailed, e.g.,
in [1, @,p['i,@]. sos0(%) 9" tion with the channel code is usually closd £ =1 bit,
the maximization of X" is a very good optimization
. . criterion [6].
2.2 1SCD with Redundant Index Assignments In contrast, the EXIT characteristics of redundant in-

; ; ex assignments can reach the point (1,1) in the EXIT
Redundant index assignments for ISCD were proposeghart' if the minimum Hamming distanck,, between the

in [7]. In comparison to a conventional ISCD scheme Wlthbit patternsx of the index assignment is larger than 1, i.e.,

channel coclzhng of ra(t;c), the nurpber of bits assigned to iy > 2 m,@,ﬂ?]: Note, for unequally distributed bits
each quantizer leval,™" can be increased by a factor of x actually only the pointH (x), H(x)) can be reached, with
up to 1/1c, assuming a constant gross bit rate by reducy (x) being the entropy ok. Both EXIT characteristics
tion of the channel coding rate at the same time. For eXT (CiSyso) of the channel codes reach (1,1), but due to the
ample, ifrc =1/2 channel coding antl =3 bits perQ  ifferentrc, they differ significantly.

quantizer level were used for conventional ISCD, with re-  \while in the left plot with the conventional index as-

. n , X
M*=M/rc =6 can be assigned to each quantizer level. decoding trajectory at all due t e;;ga* <1, the point

The obvious choice now would be to u@e=2""=64 (1,1 can be reached in the right plot with the redundant
quantizer levels to reduce the quanflzatlon noise. Howevermdex assignment as soon as the tunnel opens noticeab|y,
the only constraint foQ* is Q*S_ZM . Thus, if, e.g., the  which is the case for Bs/Np slightly above—4 dB. Thus,
quantization noise o =8 quantization levels is tolerable the critical region is now at a relatively |0vga£rﬂu around
(as in the conventional case with= 3 bits), we can apply fapri _ S )
a redundant index assignment with* =6 bits for each Ispgp~0.2 bit, where the tunnel opens, because any index
level. The benefits of the latter approach w@h<2V"  assignment witltinin > 2 guarantees reaching (1,1).
over the obvious choic®* =2M" in case of channel er- The block coded index assignments in [8] were chosen

- . i |— _ B

rors have been analyzed in detail in [7]. Such an indef°" @ highdmin, €.9.,dmin(Ggc(e ) =3. The EXIT opti-
assignment withQ* <2 can be considered as a (poten-m'zed index assignments ﬁ[Q] (not to be confused with
tially non-linear) block code with the binary representationt® EXIT optimized index assignments of [6]) result actu-
of the quantizer level inde{é }2, £ =0,...Q* — 1, as input a,l’ly in a single parity-check crode (SPC) ("Mapping
(see also [11, 12] for non-iterative schemes). In case of 1N [9] cmp. [13, 14] andGgc(g 5 in [15]). Noze, aspbC
an index assignment by a linear block code with generatd the only possibility to achieveyi, >2 for M*=M+1
matrix G" we get [8] as used in [13, 14, 9], when the index assignment shall be

systematic, i.e.{&}» is part ofx. The proof is obvious.
If two {&}» differ by only one bit of theM bits, one has

x=T(&)=({&}2)-G" . 1)
[ext,max [ext,max
In [8] simple block codes (BC) were chosen with maxi- I'SeDSDa (NB3) /'seDSDal(E@
mal minimum Hamming distanady,. For the exemplary T(CE Y2y
=8 andM* =6 we get for instance Rse re=1)
Q = \ T(CRNSC)\
Q . .
10011 =92 VT(Er@)V itical reqion
GEC(GS): 0 1 O 1 0 1 ’ (2) &805 0.5 critical region
00101 ?_&
£
. o . =W \T(NBg) T(BCY)
with dimin(Ggce.3) = 3. The corresponding index assign- 0 o °
ment is denoted by’éBCa*j. Thus, e.g., fo€ =3 we 0 - ([)éiq o ol ([)éiq !
get with (1) Ie5" 1apsp [bit] lao™ 1 5pep [bit]

Figure 2: EXIT chart atEs/No = —4 dB for ISCD with
x=T(3)=({3}2)-G" = (011)-G" =011110 . (3) conventional IA (left) and redundant IA (right).
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4 Simulation Results

1 1
8 /
gléggé?é%) g‘ gléiecé)) The capabilities of the repetition code index assignments
g = / ;hall be demonstrated by simulation. Sl_mlllar settings as
s =205 7 in, e.g., [5, 6, 8] are usedKs=250 statistically inde-
gb 3_? T(Ckcﬁslé)/// pendent parameters per frame modeled by independent
— o | = T s Gauss-Markov processes Widij: 1 and auto-correlation
=0 /@ p=0.9, are Lloyd-Max quantized tQ = Q* =8 levels with
00 y | 00 05 X M =3 orM* =6 bits/parameter. RNSC godes wigh trsle gen-
(lapri | lext erator polynomiaIsGrCC_l/ 2—( 1+1|3+ED+2D+D37 1+1$ED+25D3)

124 [bit] 2 11Xt bit]
Figure 3: EXIT characteristics for block codag” (left)
and EXIT chartat Es/No=—4 dB with corresponding re-
dundant 1As (right).

forrc=1/2 andGrcczlz
for channel coding.

In the simulation results iRig.[4 it can be observed that
all ISCD schemes with 25 iterations outperform the best
non-iterative scheme by several dBEg/Ny. Note, the de-
an even Hamming weight, the other one an odd. If the tw(pl_cted non-iterative scheme uses SDSD. Today’s systems
correspondingc with M*=M+1 bit shall havednin > 2, with hard_ output channel decoding pe_rform even worse.
the added bit must be different for the two Afterwards, The light gray area marks the gain by the known re-
both x have an even weight or both have an odd weightdundant index assignment §CThe maximum parameter
As this holds for all combinations dff }», this results in  SNR can be retained to much lowBg/No than with an
an even or odd SPC f&&'. optimized conventional index assignmentaﬁ(]'he dark

gray area marks the additional gain by the new repetition
3.1 Novel Repetition Coded Index Assign- coded index assignment I%[j)n the one hand, the gap to
ments the theoretical limit is closed. The limit is the OPTA-SPB
bound [16], theoptimum performance theoretically attain-
If a redundant index assignment is linear, i.e., (1) can beble using thesphere packing bound to incorporate the fi-
used, it can be considered as a combination of a convemite block size. On the other hand, the performance in the
tional natural binary index assignment, e.g., NBFig.2,  waterfall region is also improved. The gap to ISCD with
and a block code with a generator matiX . Although a conventional index assignment (8Qs almost closed
the EXIT characteristid of the final redundant index as- from Den, ~0.5 dB for BCG.
signment cannot be directly computed from the EXIT char-  The’simulation results in Fig. 5 show that similar ob-
acteristicsT(NBa) and T(G') of the components, it is servation can be made f@r=Q* =16 quantizer levels and
worth to take a a closer look @(G'). In Fig/3theT (G")  M=4 or M* =8 bits/parameter. The B€ index assign-
of the BC(6,3) of/(2) and of a repetition code, ment is based on a BC(8,4) block code with generator ma-
trix Gpc(g 4y @Nd dmin(Gpcg4) =4- In contrast, the in-

(m) forrc=1 are used

10010 - i
R e dex assignment R%?) of a Rep(8,4) repetition code has
r _ T ADpard=8
Grep(s,3~ <8 é 2 8 (1)9 (corresp. IAT=Refj. ), Armin(GRep(s.4) =2. The improvement of R compared

(4) toBC§is A n,~0.8 dB. The new repetition coded index
With dmin(Grep(s,3) = 2, are depicted in the left subplot. assignment Ref§ outperforms the known index assign-
Note the swapped axes. It can be observed @@p(e 3 ments, an optimized conventional index assignment such

. : . as EG® as well as redundant index assignments such as
yields the hlghestg’r(q for IE"‘F”ﬂ <0.5 bit andGc s 5 the BClediin the whole relevarE/No range 9
lowest. Forl ?P > 0.5 bit the order reverses. 8 0 '

A similar behavior can be observed in the right subplot

of Fig.[3 for the corresponding redundant index assign- 15 OPTASPB P ' '
ments, B and Ref. For 120 ~ 0.5 bit all redundant 4F N L I
index assignments provide a sufficient gath(oC'RCN:S1 , o 13} - T | . 1scD YX\“EO?)
© - conv.
as all index assignments fulfdhy, > 2. Forl[saggDz 02bit o' 12}~ R
. . \ gain by redundant IA BE
the gap is almost closed for @t E¢/No=—4 dB, while 5 il N R
a sufficient tunnel still exists for Rép This advantage of & : add. gain by new IA Réb
5 10fO0T(BCY R

Re§ can be again found in the simulation results in Chap-
ter 4.

ame
O
o
P
P
[¢]
facy

To summarize, for redundant index assignments withs ‘
dmin > 2 the critical region of the EXIT characteristicisat & 8|

s
low 11208 ie., 1820 <05 bit, and not at high220 The Thol T
EXIT characteristic of an underlying block cod& can 6 / - -
serve as indication of the EXIT characteristic of the redun-  -5.5 -5 -4.5 —4 =35 -3 -2.5
dant index assignment. Block cod€8 with a low dpin Es/No [dB]

(but >2), such as a repetition code, provide the best per- _ _ _
formance in the critical region of the EXIT characteristic, Figure 4:  Parameter SNR simulation results with
and thus, also the best system performance. Q=Q" =8 levels.
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[dB]

Parameter SNR

Figu

L ', =
_OPTA-SPB\ s Ay - ’,‘\ -
I ISCD with
T . conv. IAEG® |
- gain by redundant IA B [8]
DT(BCE) add. gain by new IA Re}3 -
O T(Reg® , , )
) ISCD with redundant 1A |
g non-iterative scheme [9]
~ with SDSD. . B
. . andrclzl/z .
—4.5 -4 -3.5 -3 -2.5 -2
Es/No [dB]
re 5. Parameter SNR simulation results with [10]

Q=Q*=16 levels.

5 Conclusion

(7]

[11]

Using the EXIT chart tool we analyze redundant index as-
signments for ISCD and derive new design and optimiza-
tion criteria. For an early convergence the extrinsic mu-

tual information for low to medium a priori information [12]

should be maximized. Weak block codes such as simple

repetition codes fulfill this guideline best. Their loss for

medium to high a priori information has no relevant effect.

Compared to known redundant and conventional index ag13]
signments, the simulation results demonstrate a significant

performance improvement with a repetition coded redun-

dant index assignment.
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