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tWe dis
uss 
onvolutionally en
oded 
ontinuous phase modulation (CPM) with non
oherent dete
tion. Spe
if-i
ally, the appli
ation of a feedba
k�free modulator is 
onsidered, whi
h is perfe
tly suited to 
oded transmis-sion. Demodulation employs a frequen
y�sampling re
eiver with redu
ed representation of the signal spa
e,whereas the de
oder makes use of redu
ed�state non
oherent sequen
e estimation (NSE). In parti
ular, NSEmeans the appli
ation of re
ently proposed non
oherent per�survivor Viterbi pro
essing. Re
ursive 
al
ula-tion of the impli
it phase referen
e symbol is proposed in this paper to keep the NSE 
omplexity low. Re
eiverfront�end and NSE are optimized separately. The resulting performan
e is demonstrated by simulations.1 Introdu
tionContinuous phase modulation (CPM) [1℄ is an attra
-tive te
hnique for digital 
ommuni
ations. Due toits 
onstant envelope, full ampli�er power 
an be ex-ploited without any ba
k�o� to avoid ampli�er non-linearities. Additionally, the power e�
ien
y of CPMis improved by the inherent trellis 
ode 
aused bysmoothed phase transitions [2, 3℄. For the same rea-son, CPM is highly bandwidth e�
ient, too. A non-
oherent re
eiver for CPM avoids the need for expli
it
arrier phase syn
hronization. Espe
ially in the 
aseof 
oded modulation, 
ombined de
oding and syn-
hronization is rewarding in terms of robustness ofthe transmission link. So 
alled non
oherent sequen
eestimation (NSE) te
hniques are very well suited to
hannels with slowly time�variant phases [4℄.In this paper, the optimization of the non
oherentre
eiver is performed in two stages on the basis ofthe de
omposition approa
h for CPM [2, 3℄. The de-
omposition of CPM fa
ilitates the independent de-

sign and 
omplexity redu
tion of a re
eiver front�end(mat
hed �lter) and subsequent NSE, respe
tively.The re
eiver front�end presented in [5℄ is applied here,whi
h requires only two or three mat
hed �lters andprovides su�
ient a

ura
y at the same time.For non
oherent CPM dete
tion , we apply a novelNSE s
heme whi
h has been previously proposed for
oded M�ary phase�shift keying (MPSK) and dif-ferential MPSK (MDPSK) transmission over inter-symbol interferen
e (ISI) 
hannels (
f. [6℄ and refer-en
es therein). This NSE s
heme enables the re
ur-sive 
al
ulation of the referen
e symbol required formetri
 
al
ulation and thus, o�ers 
onsiderable sav-ings in 
omputational 
omplexity for a
hieving thesame/better power e�
ien
y as/than in [7℄/[8℄. Alsothe number of states 
an be 
hosen in this approa
hto satisfy any predetermined 
omplexity 
onstraints.Simulation results verify that the proposed non-
oherent 
oded CPM s
heme enables power�e�
ienttransmission with a very fair demodulation and de-
oding 
omplexity.



2 Transmission SystemIn this se
tion, we introdu
e the system model fornon
oherent CPM transmission. First, de
ompositionof the CPM system into a natural trellis�en
oder anda memoryless modulator (signal table) is brie�y re-viewed. In parti
ular, we introdu
e the 
on
ept ofphase�state mapping, 
f. [2℄, whi
h is perfe
tly suitedfor 
oded modulation and non
oherent dete
tion. Thede
omposition model enables the 
onstru
tion of thenon
oherent re
eiver with low 
omplexity as des
ribedin Se
tion 3.2.1 CPM Signal RepresentationThe passband CPM signal has the form [1℄sHF (a; t)=r2EsT 
os 2�f
t+2�h 1Xi=0a[i℄q(t�iT )! (1)where f
 is the 
arrier frequen
y, Es denotes the sig-nal energy per modulation interval T , h = k=p isthe rational modulation index with relatively primeintegers k and p. The information sequen
e a =ha[i℄i, i 2 N0 , 
onsists of M�ary elements a[i℄ 2f�1;�3; : : : ;�(M � 1)g, M even. The phase pulseq(t) is normalized as usual su
h thatq(t) = � 0 t � 01=2 t � LT : (2)For a 
ompa
t representation of sHF (a; t) as anequivalent 
omplex baseband (ECB) signal it is 
on-venient to use the transformation frequen
y f0 =f
 � h � M�12T , 
f. [2, 3, 5℄, whi
h is di�erent from the
arrier frequen
y f
. Furthermore, we introdu
e themodi�ed data sequen
e � with 
omponents�[i℄ 4= a[i℄ +M � 12 2 f0; 1; : : : ;M � 1g : (3)Then, the ECB signal s(�; t) 
an be interpreted as asequen
e of time�limited signal segments �(b[i℄; t):s(�; t) = 1Xi=0 �(b[i℄; t� iT ) (4)with �(b[i℄; t) = 0 for t =2 [0; T ) and address ve
torb[i℄, whi
h is generated from � by a minimum trellisen
oder [3, 5℄. In parti
ular, using the de
ompositionapproa
h of CPM [2, 3℄, a des
ription with pML signalelements �(b[i℄; t) addressed by ve
torb[i℄ 4= [�[i℄; : : : ; �[i� L+ 1℄;  [i� L℄℄ (5)from a trellis with pML�1 states S[i℄ 4= [�[i �1℄; : : : ; �[i � L+ 1℄;  [i� L℄℄ is always possible. Thephase state [i� L℄ 4=  k � i�LXm=0�[m℄! mod p ; (6)

 [i℄ 2 f0; 1; : : : ; p� 1g, subsumizes the 
ontributionsof all past modulator input data for whi
h the phasepulses have already rea
hed a 
onstant value. Thedata symbols (�[i℄; : : : ; �[i � L + 1℄) determine thephase transient, 
f. [5℄. Thus, the time limited signalelements are given by�(b[i℄; t) =rEsT � ej 2�p  [i�L℄ � ej4�hL�1Pm=0�[i�m℄q(t+mT )� ejL�1Pm=0'(t+mT ) for t 2 [0; T ) (7)and �(b[i℄; t) = 0, otherwise, where '(t) 4= 2�h(M �1) � t2LT � q(t)�, 0 � t < LT , a

ounts for the mod-i�ed data symbols �[i℄ and the transformation fre-quen
y f0 [2, 3, 5℄.This model of the CPM modulator with the inher-ent trellis en
oder is refered to as CPM with frequen
ymapping. The 
ontained re
ursive stru
ture due to (6)is analogous to the well�known di�erential en
oder ofDPSK and essentially resolves phase ambiguities.2.2 Phase�State Mapping and CodingIn the above des
ription of CPM, data symbols aremapped to phase 
hanges. However, a mapping tothe absolute phase is also possible, 
f. [2, 3℄. For theinteresting spe
ial 
ase M = p the unique relation(k � �[i℄)mod p = ( [i℄�  [i� 1℄)mod p (8)(
f. (6)) allows to express the information by the sig-nal phase at the end of the 
orresponding modulationinterval. With the address ve
torw[i℄ 4= [ [i℄; : : : ;  [i� L℄℄ (9)a modi�ed signal table 
an be used. That is, the op-eration (8) is in
orporated into the signal table def-inition and now, the signal elements are denoted by�(w[i℄; t), the transmitted signal by s( ; t). Sin
e theinformation is represented in the absolute phase, thisstru
ture is referred to as CPM with phase�state map-ping [2℄ and illustrated in Fig. 1. Phase�state map-ping 
an also be generated simply by the appli
ationof a dis
rete�time di�erentiator (Eq. (8)) to the in-put symbols of the CPM modulator with frequen
ymapping.Of 
ourse, by applying su
h a di�erentiation thephase ambiguities due to the rotational invarian
e ofCPM be
ome unresolvable. Therefore, it should neverbe applied when using a 
oherent re
eiver with anexpli
it 
arrier phase syn
hronization unit, be
ause aphase slip would 
ause a 
omplete loss until a trainingsequen
e (e.g. frame syn
hronization word) appears.The situation is quite di�erent for a non
oherent re-
eiver 
ombined with a 
onvolutional en
oder. Here,
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Figure 1: De
omposition of CPM with phase�statemapping.phase ambiguities are resolvable due to a non
oher-ently non�
atastrophi
 en
oder [9, 10℄. As phase es-timation is part of the non
oherent de
oding pro
ess,a
tual phase slips do not exist. They simply 
orre-spond to detours in the trellis de
oding algorithm.Our investigations also showed that most of the known
odes optimized for 
oherent transmission are rota-tionally variant, i.e., non
oherently non�
atastrophi
[10℄.Phase�state mapping is perfe
tly mat
hed to 
odedCPM using 
onvolutional 
odes. For the sake of sim-pli
ity, we restri
t ourselves to nonre
ursive 
onvolu-tional en
oders with obvious minimum en
oder stru
-ture. Due to the feedba
k�free shift register stru
tureof the CPM en
oder (Fig. 1), a fusion of the 
onvolu-tional and the CPM en
oder is possible, o�ering highpower e�
ien
y at a 
omparatively low re
eiver 
om-plexity.The overall transmitter withM 0�ary input data u[l℄of the 
onvolutional en
oder is illustrated in Fig. 2. In
ase of need, the information symbols  [i℄ are gener-ated from the 
oder output through some mapping.u[l℄ � CPMT [i℄M0�ary M�aryM0�arymapper... toserial modM �[i℄parallelen
oder
onvolutional s( ; t)modulatorCPM with phase�state mappingFigure 2: Transmitter stru
ture for 
oded CPM withphase�state mapping. M = p.2.3 ChannelWe 
onsider transmission over the additive whiteGaussian noise (AWGN) 
hannel with a signal phaseunknown to the re
eiver. The re
eived signal r(t) maythen be written asr(t) = ej�(t) � s( ; t) + n(t) ; (10)where the unknown phase �(t) is slowly time�varyingand n(t) denotes 
omplex�valued AWGN with two�sided power spe
tral density N0 in the ECB domain(
orresponding to a physi
al 
hannel noise with one�sided power spe
tral density N0, as usual).

3 Non
oherent Re
eiverStru
tureFor the optimum re
eiver, a bank of D � 2 � MLmat
hed �lters is required to deliver su�
ient statis-ti
s for r(t) [1℄. In addition, dete
tion has to be doneby maximum�likelihood sequen
e estimation (MLSE)based on a super�trellis, whi
h takes into a

ount er-ror 
orre
tion 
oding, the trellis stru
ture inherent toCPM, and the dependen
e among re
eived samplesdue to the (slowly varying) unknown 
hannel phase(see Se
tion 3.2). If both �ltering and sequen
e es-timation are optimally solved, a very high 
omputa-tional 
omplexity results. Thus, suboptimum re
eiverstru
tures and signal pro
essing requiring a low 
om-plexity are desired, whereas performan
e degradationshould remain as small as possible. In 
ontrast to pre-vious approa
hes, e.g. [7℄, we treat these two problemsseparately.3.1 Multi�Dimensional Mat
hedFilter Front�End for CPMClearly, for a low re
eiver 
omplexity a set of D basisfun
tions whi
h represent the signal spa
e spanned by�(w[i℄; t) as 
ompletely as possible for a given (small)value ofD has to be found. For this purpose, we adoptthe redu
tion methods proposed by Huber and Liu[5℄ leading to a 
ompa
t re
eiver front�end with verysimple �lter realizations. In [5℄ it is shown that thesignal elements of almost all CPM s
hemes relevant inpra
ti
e 
an be su�
iently represented by only D = 2or D = 3 
omplex exponential fun
tions of durationT . More spe
i�
ally, the signal elements �(w[i℄; t) inthe ECB domain are approximated by�(w[i℄; t) � DXd=1 �d(w[i℄)ej2�fdt (11)with1 fd = �f2 (2d� 1�D) + hM � 12T (12)and 1 � d � D. Here, �d(w[i℄) are the 
oor-dinates of �(w[i℄; t) with respe
t to the 
hosen ba-sis of the CPM signal spa
e, and �f denotes thefrequen
y spa
ing parameter. The rational behind(11) is that time�limited fun
tions 
an be well rep-resented by samples in the frequen
y domain and us-ing sin(�fT )=(�fT ) fun
tions for interpolation. Ap-parently, the frequen
y spa
ing parameter �f has tobe optimized for maximum utilizable free Eu
lideandistan
e, for details we refer to [5℄. The ve
tor�(w[i℄) 4= [�1(w[i℄); : : : ; �D(w[i℄)℄ of 
oordinates is1 Note that due to the 
hosen ECB transformation frequen
y,fd di�ers by �hM�12T � from that in [5℄.



obtained from�(w[i℄) = [%1(w[i℄); : : : ; %D(w[i℄)℄ �C�1 ; (13)where %d(w[i℄) are thespe
tral samples at frequen
yfd%d(w[i℄) = TZ0 �(w[i℄; t)ej2�fdt dt (14)and C is the 
ovarian
e matrix of the D exponentialbasis fun
tions.The D samples of the re
eived signal at the ithmodulation interval are arranged in the ve
tor r[i℄ 4=[r1[i℄; : : : ; rD [i℄℄ withrd[i℄ = TZ0 r(t + iT )e�j2�fdt dt ; 1 � d � D : (15)The re
eiver stru
ture under 
onsideration is alsodepi
ted in Fig. 3. We note that the used re
eiverfront�end allows dire
t appli
ation of subsequent non-
oherent dete
tion methods used for linear modula-tion s
hemes, e.g. [9, 4, 11℄, i.e., a whitening �lterne
essary for the s
heme in [7℄ is not required (seeSe
tion 3.2).
Noncoherent

Reduced 

State

Viterbi

Processor

Filter 1 r1[i℄
rD [i℄: : : t = kTt = kTt = kTr(t) â[i℄Filter DFigure 3: Frequen
y�sampling re
eiver and NSE.3.2 Non
oherent Sequen
eEstimation for CPMNow, optimum non
oherent sequen
e estimation(NSE) and suboptimum NSE with windowing of theobservations are brie�y des
ribed. Spe
i�
ally, we in-trodu
e the 
on
epts of a �nite re
tangular and anin�nite, but exponentially de
aying observation win-dow. For derivation of the NSE metri
 for CPM we as-sume the unknown 
hannel phase to be 
onstant, i.e.,�(t) = �. Later on, this restri
tion is relieved, and inthe simulations presented in Se
tion 4, the in�uen
eof a time�varying phase on the re
eiver performan
eis also investigated.For a 
onstant envelope signal and the AWGN
hannel with unknown phase the optimum NSE met-ri
 for a blo
k of NT transmitted symbols  [i℄, 0 �i � NT � 1, reads2 [12, 4℄�[NT � 1℄ = Re(NT�1Xi=1 r[i℄ � �H( ~w[i℄) �2Re{} denotes the real part of a 
omplex number.

 i�1Xm=0 r[m℄ � �H( ~w[m℄)!�) ; (16)where ~w[i℄ is 
onstru
ted from ~ [i℄ (9), whi
h 
or-respond via en
oding to M 0�ary hypotheti
al trialdata symbols ~u[l℄. From (16) the in
remental met-ri
 �[i℄ 4= �[i + 1℄ � �[i℄ at time i, 0 � i � NT � 2,follows as�[i℄ = <�r[i℄ � �H( ~w[i℄) � ~q�ref [i� 1℄	 (17)with the de�nition ~qref [i� 1℄ 4= i�1Pm=0 r[m℄ � �H( ~w[m℄).~qref [i�1℄ 
an be 
onsidered as phase referen
e symbol.In its present form, ~qref [i�1℄ 
orresponds to an unlim-ited phase memory, whi
h grows with time i. Hen
e,a tree sear
h has to be employed for maximization of�[NT � 1℄. Moreover, the 
hannel phase is requiredto be 
onstant during the whole transmission time,whi
h is usually not true in pra
ti
e, of 
ourse.To over
ome these drawba
ks, limitation of thephase memory has been proposed. Spe
i�
ally, re
t-angular windowing [4℄ with window size N � 2, where~qref [i� 1℄ is approximated by~qref [i�1℄ 4= 1N�1 � N�1Xm=1 r[i�m℄ � �H( ~w[i�m℄) (18)or exponential windowing [11℄ with forgetting fa
tor�, 0 � � < 1, where the modi�ed referen
e symbol isgenerated re
ursively from~qref [i�1℄ 4= �� ~qref [i�2℄+(1��) � r[i�1℄��H( ~w[i�1℄)(19)are promising approa
hes. Apparently, for the spe
ial
ases N = 2 (N ! 1) and � = 0 (� ! 1) (18) and(19) are identi
al.In terms of 
omputational 
omplexity, exponentialwindowing 
ompares favorably with re
tangular win-dowing [11, 10℄. For the former te
hnique less arith-meti
 operations are ne
essary, and moreover, 
om-plexity is independent of �. For re
tangular window-ing, however, 
omplexity in
reases with N .Clearly, now NSE 
an be performed by a full�stateViterbi algorithm in a super trellis taking into a

ountthe memory of 
onvolutional 
oding, of CPM, andof the phase referen
e. In order to limit 
omplex-ity of non
oherent CPM de
oding, we employ per�survivor pro
essing [13℄ and de�ne a trellis diagramwith (M 0)K states S0[l℄ 4= (~u[l � 1℄; : : : ; ~u[l � K℄),K � 0. Here, the value of K determines the ex-
hange between performan
e and 
omplexity. For0 � m � K, the hypotheti
al symbols ~u[l � m℄ arede�ned by the transition from state S0[l℄ to S0[l + 1℄.For m > K, the symbols ~u[l �m℄ are taken from thesurviving path terminating in state S0[l℄. In 
ase of



exponential windowing, ea
h path in the trellis has itsprivate referen
e symbol ~qref [i� 1℄, whi
h is updateda

ording to (19) using the previous referen
e symbol~qref [i� 2℄ of the same path. At the end of ea
h trellisbran
h only the referen
e symbol asso
iated with thesurviving path is stored and used for 
al
ulation ofthe �rst referen
e symbol of the next bran
h.4 Simulation ResultsTo demonstrate the performan
e of the proposed non-
oherent 
oded CPM transmission s
heme, simula-tions of the bit�error rate (BER) versus Eb=N0 (Eb:re
eived signal energy per information bit) have beenperformed �rst. For these simulations, the 
hannelphase �(t) is kept 
onstant. Eventually, we will 
on-sider 
hannels with time�variant phase �(t), too.As an important example of 
oded binary CPMwith h = 1=2, we 
onsider Gaussian minimum�shiftkeying (GMSK) with 3 dB bandwidth�bit�durationprodu
t BT = 0:3. For 
oding, the binary rate 1/2
onvolution 
ode with 16 states (generator polynomi-als g1 = (2; 3), g2 = (3; 5) (base�8 representation)))from [9, Table I℄ is taken. At the re
eiver, a front�end with D = 2 �lters is applied. NSE and 
oherentMLSE are performed on a trellis with 32 states, i.e.NSE based on per�survivor pro
essing is employed.In 
ase of 
oherent CPM, further expansion of statesis not rewarding [10℄. The numeri
al results for non-
oherent re
eption with re
tangular and exponentialwindowing are presented in Figs. 4a) and b), respe
-tively. Although states are redu
ed to a great ex-tent, by in
reasing the observation interval of NSE,the performan
e of 
oherent re
eption with perfe
tphase syn
hronization is approa
hed. This is true forboth windowing te
hniques. More spe
i�
ally, it is al-ways possible to �nd pairs of (N , �) yielding similarperforman
e [10℄. Hen
e, the 
omplexity advantagesof exponential windowing 
an be fully exploited.It is of high interest to dis
uss 
oded non
oherentmultilevel CPM, be
ause in the 
oherent 
ase the besttrade�o� between power and bandwidth e�
ien
y isfound for 4 and 8�ary CPM. For this reason, we re-gard 2RC 4�ary CPM with h = 1=4, i.e., the fre-quen
y pulse g(t) = dq(t)=dt is a raised 
osine pulsewith duration L = 2. A 4�ary rate 1/2 
ode with 16states is 
hosen (generator polynomials g1 = (1; 3; 3)and g2 = (2; 3; 1) (base�4 representation)), whi
h isalso taken from [9, Table I℄. Again, D = 2 is applied.For 
oherent re
eption of CPM, the joint 
ode andmodulator trellis has 64 states. As for GMSK, NSEwith per�survivor pro
essing is performed on the sametrellis. The obtained results are depi
ted in Figs. 5a)and b) for re
tangular and exponential windowing, re-spe
tively. Remarkably, without in
reasing 
omplex-ity in terms of de
oder states, the proposed non
oher-ent CPM approa
hes the power�e�
ien
y of 
oherent
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Figure 4: BER vs. Eb=N0 for the proposed CPM sys-tem. GMSK with BT = 0:3 and a 16�statebinary rate 1/2 
ode. �(t) = 
onstant. NSEand 
oherent MLSE with 32 states, respe
-tively. a) re
tangular windowing. b) expo-nential windowing.re
eption. Again, re
ursive 
al
ulation of the refer-en
e symbol with low 
omplexity (19) performs verywell.In the above two examples of non
oherent CPM, wein
reased the number of trellis states of the underlying
ode by a fa
tor of M 0 (i.e. the state representationis extended by only a single hypotheti
al informationsymbol ~u[l℄). The results show that this way of mod-eling the memory of both CPM and 
hannel phase,provides a favorable trade�o� between 
omplexity andperforman
e. This has been veri�ed for various mod-ulation parameters [10℄.Finally, the robustness of the proposed s
heme tophase jitter is assessed. The phase �(t) has been mod-eled as a Wiener pro
ess, i.e., the sequen
e of phase
hanges is a white Gaussian noise pro
ess with vari-an
e �2� over T . This model is frequently used, e.g.[4, 8℄. 2RC 4�ary CPM with the same parameters asin Fig. 5 has been simulated. Fig. 6 shows the mea-sured BER's as a fun
tion of �� for Eb=N0 = 5 dB.Clearly, there is an ex
hange between the a
hiev-able power e�
ien
y for �� = 0 and the robustnessagainst phase noise. As � (N) in
reases, the robust-ness against phase variations deteriorates, while thepower e�
ien
y for �� ! 0 improves. Consequently,in pra
ti
e � (N) has to be adapted to the 
urrentsituation. Sin
e � is a real number, but N is integer,the lower�
omplex metri
 fa
ilitates optimization. Inparti
ular, for given Eb=N0 and phase noise varian
e�2� the minimum a
hievable BER 
an always be at-tained exa
tly.
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Figure 5: BER vs. Eb=N0 for the proposed CPM sys-tem. 2RC 4�ary CPM with h = 1=4 anda 16�state 4�ary rate 1/2 
ode. �(t) =
onstant. NSE and 
oherent MLSE with 64states, respe
tively. a) re
tangular window-ing. b) exponential windowing.5 Con
lusionsCoded non
oherent CPM transmission over theAWGN 
hannel with unknown phase is dis
ussed. Weemploy the de
omposition of CPM into a 
ontinuous�phase en
oder and a memoryless mapper and per-form di�erentiation of modulator input data to 
om-bine e�
iently CPM with rotationally variant 
onvo-lutional 
oding. The de
omposition of CPM fa
ili-tates our re
eiver design within two stages. For low�
omplex re
eiver input �ltering an advantageous re-
eiver front�end is applied. To enable non
oherent re-
eption, appropriate metri
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