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Abstract: In the acoustic environment of mobile hands-free telephones we
have to expect low signal-to-noise ratios and considerable acoustic feedback at
the local microphone. Adaptive filters are typically used for feedback cancel-
lation. However, there is often residual echo due to insufficient performance
of the echo canceler. It has been shown in [1, 2, 3] that the postfilter for com-
bined residual echo and noise suppression improves the feedback attenuation
in the duplex connection.

In this paper, we will clarify differences and similarities between echo can-
cellation and postfiltering: Echo cancellation in principle performs in-phase
feedback attenuation, whereas postfiltering performs suppression of residual
echo wrrespective of the signal phase. Interestingly, echo cancellation and post-
filtering for residual echo suppression rely on the same control parameter, the
residual echo power. The assessment of this parameter is indeed the essential
problem in echo control systems. In that respect, echo cancellation and post-
filtering are reduced to the same estimation problem. We will demonstrate
this fact in the example of a frequency—domain implementation.

1 Introduction

Figure 1 shows our model of the acoustic scenario of the hands—free telephone application
together with our setup of echo and noise reduction filters. The local microphone signal
at the sampling time index ¢,

y(@) = s(i) +n(i) + d() , (1)
is additively composed of clean near speech s(i), local background noise n(7), and acoustic
echo d(3).

The linear echo canceler W yields a possibly inaccurate estimate d(i) of the acoustic
echo d(i). Insufficient performance of the echo canceler can be caused variously:

~
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Figure 1 - Combined acoustic echo and noise reduction for (mobile) hands-free telephony.

e After enclosure dislocations, any type of an acoustic echo canceler needs a certain
period of time to reconverge to the steady state of the system. The residual echo
related to this transient phase of the echo canceler can be quite large.

e Even in the steady state of the system, we typically observe a small component of
residual echo. This component is due to the tradeoff between tracking performance
and steady state accuracy of acoustic echo cancelers.

e In many real-world applications, the loudspeaker—enclosure-microphone (LEM) sys-
tem cannot be entirely covered by the echo canceler (e.g. due to complexity con-
straints). The number of model tap weights of the echo canceler falls short of the
actual number of taps of the LEM system. In this case, the residual echo originates
from the ”late” part of the LEM system response. We will not specifically treat this
problem in the present paper.

We assume that the time—varying impulse response g(m, i) of the residual echo system
can be modeled at time 3 b/y a causal FIR filter with N taps for 0 < m < N — 1. The
residual echo b(7) = d(i) — d(4) is then given by the linear convolution

b(i) = g(m,)z(i —m) . (2)

m=

(=]

The residual echo b(7) and the background noise n2(7) can be suppressed by the postfilter
H with input signal

e(i) = s(i) + n(i) + b(3) . (3)

Due to the noise reduction part, the postfilter is typically implemented in the Discrete
Fourier Transform (DFT) domain, for example by a Wiener filter relying on estimates
of the background noise and residual echo power spectral density (PSD), ®yx(€2) and
®p(Q), respectively.

The concept of joint control of acoustic echo cancellation and postfiltering (for resid-
ual echo suppression) was introduced in [4, 5] within the framework of sub-band echo
cancellation. In this concept, the echo canceler step—size and the postfilter coefficients
are uniquely related to each other. The objective of the present paper is to direct the



attention of system designers to this important relation. We apply this concept to the
efficient DF'T based implementation of acoustic echo control. In the latter case, the link
between echo cancellation and postfiltering can be established through the residual echo
PSD ®gp(Q2). It is the control parameter that postfiltering [1] and step—size control for
acoustic echo cancellation [6] have in common [7]. Unfortunately, the residual echo is not
a measurable signal and, thus, the residual echo PSD ®pg(€2) must be estimated from
the available signals. Algorithms have been developed for this purpose in [7].

We chose the following organization of the paper: In Section 2 we will recall the
frequency-domain adaptive filter (FDAF) [8] utilized for echo cancellation. Associated
to that is an optimum step—size for the FDAF to guarantee the robustness of the echo
canceler against the observation noise s(i) + n(i) [6]. In Section 3, we will present the
idea of a DFT based postfilter and how it is concatenated efficiently with the FDAF.
Eventually, in Section 4, we will discuss the tight relation and the interaction between
the echo canceler and the postfilter, given the residual echo PSD ®5(12).

2 Frequency—Domain Adaptive Filter W

Firstly, we summarize the frequency—domain adaptive filtering (FDAF) algorithm [8, 9]
for a DF'T length of M = 2N corresponding to an effective length N of the echo canceler.
Secondly, we recall an optimum step-size control for the FDAF [6] essentially relying on
the residual echo PSD ®pg(12).

2.1 Filtering and Update Equations

The DFT spectrum E(€, kR) at frame index k € Z is obtained from the windowed time
domain signal e(z)

E(Q,kR) = DFT{e(kR— M+ R+ i)w.(i)} (4)
= 2 e(kR — M + R+ i)w,(i)e 7"

with frame shift R < M /2 = N and the normalized discrete frequency index Q, = 27¢/M
for £ = 0,1,..., M —1. The rectangular window function applied to the signal e(7) is
defined as

N~ _J 1 forM/2<i<M-1
we(d) = { 0 otherwise . (5)

The same notation holds for the DFT coefficients X (€2, kR) corresponding to the excita-
tion signal z(i) when we use the extended window function

1 for0<s< M-1

we (i) = we (i) + we(i + M/2) = { 0 otherwise .

(6)

The constrained FDAF algorithm updates the frequency-domain adaptive weights
W (€2, kR) according to

X*(Qg,kR)E(Qg,kR)}} ™

W (Q, (k + 1)R) = W(Q, kR) + DFT{Q(") ' IDFT{“ Bxx (2, kR)



using the projection (i.e. constraining) window ¢(%)

1 for0<i<M/2-1
0 otherwise

4(0) = we(i + M/2) = { ®

and the DFT spectrum E(£2, kR) corresponding to the error signal (M/2 <i < M—1)
e(kR— M + R+14) = y(kR— M + R+14) — IDFT{X (Q¢, kR)W (Qu, kR)} . (9)

In Equation (7), the normalization PSD ®x x (€, kR) is usually approximated by first
order recursive smoothing of £|X (Q, kR)[* with 0 < A < 1 adjusted to the short—time
stationarity of the excitation. The factor £ accounts for the extended window (6) that is
used for the spectral analysis of the excitation signal (in contrast to other signals):

Dcx (2 hR) = ABxx(, (k — 1)R) + (1= X)X (9, k)P (10)

The parameter y in (7) denotes the non—negative step-size factor which must be chosen
to ensure the robustness of the FDAF against the observation noise n(i) 4 s(¢). This issue
will be treated in Section 2.2.

The FDAF algorithm is illustrated in Figure 2 as a memoryless black-box module for
frame index k. At the inputs, the excitation signal z(i) and the microphone signal y(7)
are required. The set of estimated LEM system coefficients W (9, kR) is the one that was
predicted in the previous iteration. At the outputs, the echo compensated error signal e(7)
is observed together with its DFT spectrum E(€), kR) and the estimated LEM system
coefficients W (Qy, (k + 1) R). We now turn to the computation of the optimum step—size
parameter pu.
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Figure 2 - Black-box module of the FDAF with input and output interfaces.

2.2 Optimum Step—Size

Consider the sampled frequency response G(£, kR) = DFT{g(i,kR)} corresponding to
the time-varying residual echo system g¢(m,i) as defined in the introduction. We will



call the magnitude squared frequency response |G (€, kR)|? of the residual echo system
the convergence state or the misalignment of the echo canceler. |G (€, kR)|? could also
be understood as a frequency dependent echo return loss (ERL) jointly provided by the
acoustical transfer and the echo canceler.

The optimum (time and frequency dependent) step—size for the FDAF was derived
in [6], such that the convergence state |G(Qy, (k + 1)R)|?> becomes minimum in the mean
square error (MMSE) sense, given the present |G(£, kR)|?:

& pp(Q, kR)
(I)BB (Qg, kR)
Dss(Q, kR) + Oyn(Q, kR) + Ppp(Q4, kR)

|G(Q, kR)|*® x x (2, kR)
D5 (Qy, kR)

O pp(Q, kR) is the residual echo PSD at frame index k£ caused by the misalign-
ment |G(Qy, kR)|? of the weights W (€, kR) (with respect to the actual LEM system).
®pp (L, kR) or |G(Qy, kR)|*> must be estimated from the available signals in order to im-
plement the optimum step—size. ®pp (2, kR) and D xx (L, kR) denote the PSDs of the
error signal and the excitation, respectively. Those can be measured directly.

3 Postfiltering in the DFT Domain

We first discuss the conceptual background of the postfilter and then recall the linear
MMSE solution (Wiener filter).

3.1 Echo Cancellation and/or Echo Suppression?

The objective of the postfilter is to suppress residual echo and background noise. In con-
trast to the echo canceler, the suppression of residual echo shall be performed irrespective
of the signal phase. This requirement can be fulfilled much easier than the demand for
in—phase cancellation of acoustic echo. It is thus evident that the postfilter for residual
echo suppression still works in situations where the echo cancellation strategy fails. It
must be noted, however, that postfiltering always introduces distortions to the useful sig-
nal (near speech and partly background noise). In order to limit the signal distortions to
a minimum, we have to design a combined solution comprising both primary echo can-
cellation and postfiltering for residual echo suppression. Furthermore, there must be an
interaction between both strategies (the discussion of which can be found in Section 4).

The background noise reduction for speech signals is commonly performed in the
DFT domain. We adopt this way for a combined postfilter for residual echo and noise
suppression. Interestingly, the DFT coefficients E (€2, kR) corresponding to the postfilter
input e(¢) are computed by the FDAF already (compare Figure 2). Obviously, that results
in an efficient combined solution of echo cancellation (FDAF) and postfiltering in the DFT
domain.

3.2 Wiener Filtering in the DFT Domain

Consider Figure 1. We want to apply a linear filter H to the echo compensated signal e(7)
such that §(7) approximates s(i) + 7 - n(i) in the MMSE sense, where 0 < v < 1 defines



the relative level of background noise in the wanted signal.
The desired linear MMSE solution can be found approximately by spectral weighting
of DF'T coefficients according to

S(Qu, kR) = H(Qu, kR)E (S, kR) (12)
if H(, kR) is chosen on the basis of an extended Wiener rule:

P55(Q, kR) +v - Pyn (e, kR)
®55(Qp, kR) + By (Q, kR) + Pp5(Q, kR)
CDEE(Qg, kR) — CDBB(QZ, ]{IR) - (1 — ")/) . @NN(Qg, kR)

- ®p5(Q, kR) (13)

HW(Qfa kR) =

If we want to perform postfiltering for residual echo suppression only (7 = 1), we obtain
the special case

g5, kR) + Pyn(Q, kR)
Bs5(, kR) + Dyn (2, kR) + ®p5(Q, kR)
Gpp(Q, kR) — (4, kR)

Spp(Q, kR)

Hl(Qg,kR) -

(14)

which will be used in Section 4 where we discuss the tight relation between echo cancel-
lation and residual echo suppression by the postfilter.

Accurate short—time estimates of the background noise PSD @y (£, kR) and the
residual echo PSD ®pp (€, kR) are crucial for the reliability of the spectral weights
H, (4, kR). The background noise PSD can be determined adaptively and accurately
by the Minimum Statistics approach [10, 11] by which the desired noise PSD can be
tracked even during speech activity. The residual echo PSD is the same as used in the
step-size control of the FDAF, compare Equation (11).

Instead of Wiener filtering, we could also apply the more advanced MMSE-LSA (Log-
Spectral Amplitude) estimator [12] which, however, relies in a similar way on residual
echo and noise PSD estimates.

The synthesis of the output signal 5(i) of the postfilter eventually requires an inverse
DFT per frame and the overlap/add method (M — R <i < M —1):

9R M/2R-1 N
SkR—=M+R+i)=27 ) IDFT{e " MS(Qy, (k+u)R)} (15)

u=—M/2R

The complex exponentials are responsible for the correct recombination of signal com-
ponents due different frames k£ + u. For efficiency, this kind of modulation has to be
realized as a non—cyclic shift in the time-domain. Note that the synthesis of 5(7) at frame
index k requires the DFT coefficients S(€, (k + u)R) for u=—M/2R to u=M/2R — 1.
That corresponds to a signal delay of M/2 samples. In case we are bound to the delay
constraint of R < M/2 samples, a truncated summation from u=—M/2R to u=0 must
be applied.

4 Interaction of Echo Cancellation and Postfiltering

The algorithmic relation between echo cancellation and postfiltering is given by the MMSE
step-size, Equation (11), and the MMSE postfilter, Equation (14). The residual echo



PSD ®g (€, kR) is the control parameter which both algorithms have in common. The
estimation of ®pp(, kR) is in fact the relevant issue in both concepts. Thus, echo
cancellation and postfiltering for residual echo suppression boil down to the same problem.
Assume you found a reliable estimate of ®35(€, kR) to implement the optimum step—size
(11) of the echo canceler, then you could easily run the postfilter (14) as well.

The relation as explained can also be expressed mathematically if we eliminate the
PSD ®pg(Qy, kR) that Equations (11) and (14) have in common. That results in the
following simple statement [4, 5]:

This result is illustrated in Figure 3 where y and H; according to Equations (11) and (14)
are plotted versus the residual echo—to—noise power ratio (RENR) ®pgp/(®Pny + Pss).
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Figure 3 - Illustration of the behavior of the step—size p and the spectral weight H; versus the
residual echo—to—noise power ratio ®pp/(®nn + Pss).-

From the viewpoint of operation, echo cancellation and postfiltering are of course dif-
ferent. Echo cancellation performs in—phase attenuation of the acoustic feedback, whereas
postfiltering suppresses the residual echo regardless of the signal phase. Another difference
is that the echo canceler (which is realized as an adaptive filter) is characterized by finite
convergence speed. Therefore, during the process of adaptation (when p is large), the
postfilter delivers additional attenuation in the feedback loop of the hands—free telephone
(as H; is small). While the echo canceler converges, the residual echo PSD ®pg (€, kR)
decreases (thus p becomes small) and the responsibility for echo control is gradually taken
away from the postfilter (as H; gets larger). This interaction maintains the highest trans-
parency with respect to the transmission of near speech and a certain level of ambient
noise.

In the present paper, echo cancellation and postfiltering are both implemented in the
frequency domain. The interface between the two algorithms is the frequency-domain
error signal E(Qy, kR) provided by the FDAF. That means that analysis/synthesis oper-
ations (DFT/IDFT) are shared between the echo canceler and the postfilter. Obviously
that results in an algorithm which is highly efficient from the viewpoint of computational
complexity.



5 Conclusions

Echo cancellation with a postfilter for residual echo suppression is a very popular strategy
in hands—free telephony. We have shown for the frequency—domain that the echo canceler
step—size and the postfilter rely on the same control parameter, the residual echo PSD.
Thus, echo cancellation and postfiltering have been reduced to the same estimation prob-
lem. Consequently, the estimation of the residual echo PSD must be considered as the
key issue in the echo control problem.

In this paper, the tight relation (interaction) between echo cancellation and postfilter-
ing was established for a DFT based solution in the MMSE sense. We have noted that
the basic idea was applied to sub—band echo control as well [4, 5]. In any case, the setup
in the DFT domain constitutes a very efficient solution to the echo control problem.
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