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ABSTRACT

In this paper the GSM Half-Rate Speech Codec is exa-
mined with respect to implementation complexity taking
the bit exactness requirements as well as differences in
DSP-architectures into comsideration. While the codec
specification {1] assumes some ”ideal DSP” with a certain
architecture, it turns out that the implementation on a
real-world DSP could require about 50 MIPS. The com-
putational load can be reduced by minor modifications of
the DSP instruction set (appropriate saturation logic and
barrel shifter) down to 25 MIPS. However, by exploiting
detailed knowledge of the codec algorithm, a processor
load of less than 25 MIPS can be achieved too, even if the
DSP does not provide the required saturation logic. This
is shown by way of example, using a single NECuPD77018
DSP for a full duplex real time implementation. The po-
tential for complexity reduction is discussed.

1. INTRODUCTION

The FEuropean Telecommunications Standards Institute
(ETSI) has specified the GSM Half-Rate Codec in Jan-
uary 1995 [2]. The specification requires bit exactness
which imposes strict constraints on an implementation
using any fixed point DSP. To investigate the matching of
the GSM Half-Rate Codec algorithm to a given DSP, the
most frequently used "basic mathematical operations” in
the algorithm are examined. Their complexities on differ-
ent DSPs strongly depend on the architecture (saturation
logic e.g.), but also vary with the range of the numbers
they are working on. Section 3 deals with architectural
aspects and bit exactness requirements regarding the very
frequently used shift operations as well as the multiply-
accumulate (MAC) instruction. In Section 4 an efficient
input value dependent solution for shift routines is speci-
fied adapted to the GSM Half-Rate Codec. Furthermore,
low complexity implementation possibilities of the MAC
instruction in some time critical parts of the algorithm are
stated for DSPs not providing the saturation requirements
as specified by ETSI. To resume the methods of efficiency
enhancement, a complexity estimate is done assuming dif-
ferent versions of a fictional DSP. Finally, in Section 5, a
bit exact implementation using the NECuPD77018 DSP
will be discussed as an example. Although this DSP dif-
fers from the ”ideal” one, an efficient implementation can
be obtained by a consequent realization of the previously
discussed complexity reduction aspects.

This work has been supported by NEC Electronics Europe
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2. OVERVIEW TO THE GSM HALF-RATE
ALGORITHM

In the following, a brief overview to the GSM Half-Rate
Codec is given regarding Fig. 1. A complete algorithmic
description can be found in [2], [5].
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Figure 1: GSM Half-Rate Encoder Structure:
H(z) : LPC Synthesis Filter, G(z) : High Pass
W(z), C(z) : Noise Weighting Filters

The GSM Half-Rate Codec consists of an analysis-by-
synthesis structure working in different modes. Ten LPC
coefficients are computed from an analysis frame length
of 170 highpass filtered samples and updated every 20
ms. The analysis procedure [4] is an autocorrelation fixed
point lattice technique (AFLAT) working on autocorre-
lation values evaluated by a covariance lattice algorithm
(FLAT). After an optional interpolation of the filter co-
efficients and spectral weighting of the input signal by
W (z) an open loop search for candidate” long term pre-
dictor lags is performed. For an efficient delta coding of
the lags, on optimum frame lag trajectory is computed.
A voiced funvoiced decision is taken by determination of a
2 bit mode parameter: If the speech is decided to be "to-
tally unvoiced”, two VSELP codebook searches [5] each
consisting of 7 basis vectors are performed over a sub-
frame length of 5 ms minimizing the total squared error
(speech weighting is done by W{(z)). Otherwise, a closed
loop fractional lag search is carried out based on the opti-
mum frame lag trajectory found in the open loop search.
Afterwards, one VSELP codebook search is done working
with 9 basis vectors. In this case, the speech is addition-
ally weighted by a harmonic noise weighting filter with
transfer function C(z).

For a real time implementation, the time critical parts
of the codec algorithm are the AFLAT recursion, the open
loop search for candidate lags as well as the preceding
codebook searches. They will be referenced in Section 4.

723



3. BASIC MATHEMATICAL OPERATIONS

The GSM Half-Rate Speech Codec algorithm is speci-
fied exclusively by performing "basic mathematical op-
erations”, in the following called "macros” [1]. They are
called e.g. add() for the addition of two 16 bit words or
L-mac()* for the multiplication of two 16 bit words and
a final addition to a 32 bit number. Only in case of the
following exceptions computations are not carried out by
these basic operations:

e Address evaluation is expected to be done in paral-
lel to other instructions (performed by the address
generation unit of the DSP). So the usual address
pointer increments are done directly without usage
of the add() or sub() macros.

o Furthermore, there is no basic operation macro to
perform a loop. This is due to the hardware loop
capabilities of most DSPs that do not need an ex-
plicit software counter.

All the other computations in the half rate algorithm
make use of the macros specified bit precisely.

The structure of these macros is strongly correlated to
the number of processor instructions a given DSP needs
to perform a bit exact operation.

3.1 The Multiply-Accumulate Operation

One of the most important instructions in DSP applica-
tions is the MAC (multiply-accumulate) instruction repre-
sented by the L_mac() macro. On modern DSPs it requires
a single instruction cycle to perform

Z=Y+.'L‘1-$2 (1)

with small letters indicating 16 bit numbers in the range
~1 < 71,22 < 1—27" and capital letters denoting 32 bit
numbers in the range —1 < Y, Z < 1—27%, All numbers
are assumed to be represented by the 2’s complement.
In general, the multiplication of two 16 bit values results
in a 32 bit number (done by the L_mult() macro) except
the case, that z; = z2 = —1, because the result of +1 is
principally not representable in the 32 bit number format.
Accordingly, to ensure a valid 32 bit result, a saturation
of the multplicator output has to be performed.

For comparison: The GSM Full-Rate Codec is de-
signed in a way that this exception surely does not occur
so saturation is not necessary after a multiplication with
32 bit output [3].

The L_mac() operation of the half rate codec is defined
as L_mult() followed by L_add(). The addition of two 32
bit values (Y and X = saturate(z; - z2)) should again
result in a 32 bit value Z. Sometimes, this is ensured by
previous downshifting of X and Y, but in general this can
only be achieved by saturation again.

It can be summarized that the MAC operation with
input values covering their full range requires four instruc-
tions: multiplication, saturation, addition, saturation. So
this is the specification for a MAC operation of DSPs ide-
ally matched to the GSM Half-Rate Codec bit exactness
requirement,.

DSPs providing a saturation logic, i.e. an optional sa-
turation after a certain set of instructions without requir-
ing additional instruction cycles, have large advantages in
terms of complexity:

!The prefix L_ denotes the result of the basic operation
being a 32 bit word.
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o They need only one instruction if the MAC opera-
tion performs even the first saturation (the second
one is carried out by the saturation logic),

e and they need two instructions (MULT and ADD)
if the multiplication result during their MAC ope-
ration is not saturated. In general, these DSPs can-
not use their MAC instruction for a half rate codec
implementation.

DSPs lacking a saturation logic are mismatched to the
basic operation definitions made for the half rate codec.
They have to perform four instructions instead of a single
cycle L_mac() operation. To match the required 16 bit
or 32 bit result number format of any basic mathemati-
cal operation, these DSPs have to provide an additional
saturation instruction after a large set of operations like
add(), sub(), mult(), neg(), abs(), etc.

Although the designers of the GSM Full-Rate Codec
did not expect a DSP having a MAC operation, even
DSPs without saturation logic but providing a MAC in-
struction may use it whenever an L_mult(} is followed by
an | _add(). This is due to the fact that in the full rate
codec the L_mult() operation never results in an overflow.

Table 1 summarizes the DSP instructions fo be per-
formed for implementing the L_mac() operation in the half
rate codec or the cascade of L_mult() and L_add() in the
full rate codec, respectively. *SAT” denotes the processor
instruction for saturation.

| DSP Specification | GSMFR | GSM HR |
Ideal DSP providing
both saturations MAC MAC
DSP providing a MULT
saturation logic MAC ADD

DSP providing no MULT, SAT
saturation logic MAGC, SAT ADD, SAT

Table 1: Instructions to perform a bit exact implementa-
tion of the L.mac() macro on different DSP
architectures

An interesting result of the problems mentioned above
is that "non-ideal” DSPs lacking the saturation after the
multiplication of their MAC instruction which could use
their extension bits for higher mathematical accuracy, are
prohibited to do so for the requirements of bit exactness.
This effect is also known from implementations of other
bit exactly specified algorithms [6]. The mathematical
macros as defined by ETSI are optimally matched to a
DSP without any extension bits in its ALU registers but
with automatical saturation of each overflow.

Possibilities to use the MAC instruction even in ”non-
ideal” DSPs are discussed in Section 4.

3.2 Shifting Operations

There are several basic mathematical operations perform-
ing shifts with optional rounding. They are defined in a
very general manner: The L_shl() macro for example car-
ries out a left shift with overflow control, i.e. a saturation
if the sign bit would be at least one time inverted during
the shifting process. If the *number of bits to shift left”-
argument of L_shl() is negative, then an arithmetic right
shift has to be performed. A general implementation of
this shift routine on a modern DSP can require 5 or more
nstruction cycles. Nevertheless, in Section 4.2 it is shown
that in practice the shifting macros can be reduced to one
or two DSP instructions.
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4. ALGORITHMIC COMPLEXITY
REDUCTION ASPECTS

4.1 The Multiply-Accumulate Operation

In comparison to other macros, the L_mac() and L_msu()
(multiply-subtract) operations contribute most to the co-
dec complexity. So it is of great interest for all implemen-
tations on "non-ideal® DSPs whether both saturations in
these macros are necessary or not. In the following, parts
of the algorithm are discussed where large complexity sav-
ings are possible. All numbers denoting savings of com-
putational load are based on the assumption, that every
instruction in the right column of Table 1 requires one
instruction cycle.

As an example, in the AFLAT recursion the residual
error of each vector from the reflection coefficient quan-
tizers is computed. The products within MAC operations
in the recursion loop are multiplications by # or 2 with
7 denoting a reflection coefficient from the (pre-) quan-
tizer. Because the entries in the quantizer tables show
that ¥ # —1, a saturation after such multiplications never
is necessary and accordingly all DSPs may use their MAC
operation. This leads to savings of about 0.7 MIPS on
DSPs providing a saturation logic (one instruction instead
of two) and 1.4 MIPS on DSPs lacking a saturation logic
(max. two instructions instead of four).

Another interesting part of the algorithm is a single
MAC operation in the open loop LTP lag search proce-
dure. Here, the autocorrelation sequence C(k,m) is com-
puted for every subframe m of length N, = 40.

N,—-1
C(k,m) = ) §(n+(m—1)N,)-5(n+(m—1)N,—k) (2)

n=0

with 18 < k £ 144. The weighted input speech 3(n) is
scaled such that C(k, m) < 1, so no saturation is necessary
anyway. The savings are about 1 MIPS and 3 MIPS (both
saturations are unnecessary), respectively.

The codebook search algorithm {2] works in an effi-
cient way evaluating C?Gpest > CZ.,,Gi for each codevec-
tor. Because the codevectors u; consist of a (signed) sum
of M basis vectors v,,, the above values are given as

M
o 1 . - — T 7
Ci=s > bimRn, with R =2p" s @)

m=1

with p7 being the transposed target signal vector and
qr, denoting the decorrelated zero state response of the
synthesis filter cascade to vin. 0im € {—1,+1} denotes
the sign of basis vector vy, in codevector u;. The energy
term is given by

LM L&
G = Ezzaimaiijj'l"ZEDﬁr “4)
i=1

=2 m=1
D.; = 4dq=d;. (5)

The codebook search is done such that preceding codevec-
tors s, u differ only in one bit position u. The correspond-
ing crosscorrelation and energy terms can be computed
using

Cu = C_i + auyR‘t (6)
p—1 M

Gu = Gi+) 0ubuuDiu+ Y 8uibuuDyj (7)
i=1 j=p+1
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The M MAC operations required for an update of equa-
tions (6),(7) can be done without any saturation because
the Rm and Dy; values in (3) and (5) are scaled to pre-
vent overflow during the codebook search. This scaling is
due to a complexity saving of more than 0.5 MIPS (1.5
MIPS).

There are a lot of filter routines contributing a large
amount of codec complexity by their L_mac() and L_msu()
operations. It can be stated that a saturation after multi-
plication never is required, so all DSPs can use their MAC
operation. Saturation after addition is still necessary.

4.2 Shifting Operations

If the DSP has a barrel shifter, the shifting operation
(without rounding) mostly will not require more than one
or two processor instructions. This is due to the fact that
on the one hand in many cases the shifts are right shifts
by a positive constant or left shifts by a negative constant
number of bits. Both cases are in fact an arithmetic right
shift that normally can be executed during one instruc-
tion cycle. On the other hand, most of the shift opera-
tions by a variable, possibly negative number of bits can
be simplified extremely: The FLAT algorithm for exam-
ple works on the windowed covariance coefficients ®'(i, k)
evaluated from the highpass filtered input speech. Three
matrices F, B, C (initially filled with ®’(i,k)) of dimen-
sion Np x Np with Np = 10 being the LPC filter order
are recursively updated. During the whole algorithm ac-
cessed matrix elements are left shifted by I = m — ¢ bits
with m > 0 denoting the number of left shifts to normalize
the maximum element of F, B, C. This is done to guaran-
tee a maximum of mathematical accuracy. The constant
c = 2 preserves the following operations from overflow. It
is evident, that I may be positive or negative depending
on the input data ®’(i, k). Because a left shift by m bits
never results in an overflow (normalization!), the shift by
I bits can be split into a left shift by m bits (saturation
not necessary) preceded by a right shift by c bits.

In spite of the very generally defined shift operations,
it can be stated that a DSP providing a barrel shifter
will need only one or two instructions to carry them out
(except optional rounding).

4.3 Estimation of Codec Complexity

It is of interest to estimate the computational savings that
can be obtained by the previous mentioned simplifica-
tions. To do so, a speech codec complexity estimation is
done on the basis of the mathematical operations as de-
fined by ETSI. In Fig. 2 worst case encoder and decoder
complexities are depicted belonging to different versions
(1 ... 5) of a fictional DSP. All versions provide a barrel
shifter, a MAC instruction performed in one instruction
cycle with no saturation possibility after multiplication
and shifting instructions only working on a positive num-
ber of bit shifts.

Although the absolute values in Fig. 2 may be very
sensitive to a certain DSP architecture and instruction set,
the complexity differences between the depicted cases give
a realistic impression of the computational savings gained
by a saturation logic and some algorithmic know how.
An implementation based on the mathematical operations
in their general definition would require about 50 MIPS.
Relative to this value, a saturation logic saves an amount
of 15.7 MIPS. Introducing the simplifications discussed
in this Section, a further reduction by 8.4 MIPS (shift
routines) plus 7.0 MIPS (MAC instructions) is possible
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resulting in a complexity of about 20 MIPS.

It can be summarized that even a "non-ideal” DSP of
the above assumed type is capable of performing the GSM
Half-Rate Codec with about 20 MIPS if a saturation logic
exists and the complexity reduction possibilities of shift
and MAC routines are exploited.

1 2 3 4 5
a) Speech Encoder Complexity Estimate

T T

1 2 3 4 5
b) Speech Decoder Complexity Estimate

Figure 2: The depicted bars show the following cases:

1. Fictional DSP without saturation logic: All basic
mathematical operations are implemented in their
general function as specified by ETSI.

2. DSP as 1), but the shifting functions are adapted
to their arguments (see Section 4.2): They are es-
timated to a medium complexity of two cycles per
shift.

3. DSP as 1), but the DSP provides a saturation logic
(still no saturation after the multiplication of the
MAC instruction!).

4. Both specifications of 2) and 3) together.

5. DSP as 4); additionally it is assumed that the satu-
ration after the multiplication of a MAC instruction
can be omitted (see the examples in Section 4.1).

5. A REAL TIME IMPLEMENTATION ON A
SINGLE NECuPD77018 DSP

To investigate the matching properties of the GSM Half-
Rate algorithm and a given DSP, we implemented the
speech codec on a DSP NECuPD77018. This is a modern
16 bit fixed point DSP having a 30 ns cycle time (33.3
MIPS) equipped with a barrel shifter, 8 general purpose
40 bit registers and a comfortable 32 bit instruction set,
but without a saturation logic. It provides on chip data
memory of 2 x 3 K RAM and 2 x 12 K ROM and an
amount of 24 K ROM instruction words on chip.

The instruction set of this processor is partly signifi-
cantly different from the ”typical” macro instruction set
as specified by ETSI. Although the lack of a saturation
logic was shown to lead to an overhead of 15.7 MIPS, Tab.
2 demonstrates that a real time implementation using less
than 25 MIPS is possible even without a saturation logic.
This is due to the large number of general purpose reg-
isters and the comfortable 32 bit instruction set. The
number of shifts to normalize e.g. can be evaluated very
efficiently during one instruction cycle only. Additionally,
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Speech Codec
ENC | DEC | Codec

Worst Case MIPS 21.0 3.2 24.2
Load on NECuPD77018 || 63.0% | 9.6 % | 726 %

Dat static RAM 1120 670 1790
M a3 [ ecratch RAM 1400
emory FROM 78K

Program Memory 562K | 197K | 675K

Table 2: Memory usage and processor load of the GSM
Half-Rate Codec on the NECuPD77018 DSP

the required RAM for scratch and static data does not ex-
ceed 3.2 K. This is much less than expected from [1] and
indicates, that not all variables declared as static really
pneed an exclusive memory space. Finally, there is enough
space for performing the channel codec and VAD/DTX
functions on the same chip also in real time.

6. CONCLUSION

The GSM Half-Rate Codec algorithm requires a DSP pro-
viding a saturation after each operation. A detailed ana-
lysis of the speech codec algorithm leads to a complexity
estimate of about 20 MIPS using such a DSP. However,
the implementation on a real-world DSP e.g. without sa-
turation logic could require about 50 MIPS. A bit exact
implementation on a single NECuPD77018 processor is
presented. It turns out that even DSPs lacking a satura-
tion logic are able to perform the GSM Half-Rate Codec
in real time requiring less than 25 MIPS, if detailed know-
ledge of the algorithm is exploited.
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