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ABSTRACT 
In analysis-by-synthesis speech coders the computational com- 
plexity of the search for an optimum innovation is dill high al- 
though transformations were proposed to decrease the complex- 
iv. This limits practical codebook sizes and vector dimensions 
(block lengths). In this contribution two new structuredfreqruency 
domain codebooks are proposed, The first one is a pulse shaped 
codebook with a reversed search order for the gain and the shape, 
the second one is a unity magnitude codebook with structured 
phase. The corresponding algorithms which are based on new 
insights, result in a drastically reduced search in the transformed 
domain. The computational complexity increases only propor- 
tional to the bit rate and not to the codebook size. 

1. INTRODUCTION 
Code excited linear predictive (CELP) coding has been inten- 
sively investigated as a promising algorithm to provide good 
quality speech at low bit rates [l]. This is true even for wideband 
speech applications e. g. [2]. This class of coding algorithms 
synthesize speech by filtering innovation sequences through a 
time-varying linear filter (short time synthesis filter). These in- 
novation (or excitation) sequences are selected in short frames 
(blocks) using a perceptually weighted approximation error in an 
analysis-by-synthesis loop. This method fully exploits the re- 
dundancy removement by the short term analysis filtering. The 
process exhibits good performance at medium bit rates but the 
high computational complexity of an exhaustive codebook search 
and the high memory requirement for storing the codebook is a 
major drawback of CELP in its practical application. 
To reduce these drawbacks e. g. pulse shaped [3] or ternary, 
or vector summed [4] codebooks were proposed but although 
improvements were achieved the complexity is still proportional 
to the codebook size and considerable high. The requirement 
of larger frame sizes for lower bit rates or for wideband speech 
coding ultimately limits the usefulness of these techniques. 
In this contribution we propose structured codebooks for the 
analysis-by-synthesis procedure with evaluation methods i n  
which the complexity is low, and increases only proportional 
to the bit rate and not to the codebook size. We give an interpre- 
tation of the analysis-by-synthesis mechanism. Using this insight 
we propose an adaptive structured codebook. 

2. CELP SELECTION CRITERION 
During the selection process in CELP coders using the analysis- 
by-synthesis technique the perceptual quantization error at the 

has to be minimized by selecting a codevector ck E RL of di- 
mension L from a codebook CB and a scale factor yq from a 
quantization table QT. The target vector z usually consists of the 
weighted original signal after subtraction of the weighted contri- 
bution by the adaptive codebook and the weighted ”ringing” of 
the synthesis filter, due to a zero-input [SI. H is the widely used 
filtering matrix consisting of shifted versions of the synthesis 
filter impulse response h(n). 
Using FIR-synthesis filters or considering the improved error 
criterion [SI HCk can be expressed as a convolution of ~ ( n )  
with the truncated impulse response h(n) of length R and 

is the error sequence of length L + R - 1 whose energy must be 
minimized. The corresponding improved error criterion shows 
high degree of symmetry. H is then the (L + R - 1) x L part of 
a (L + R - 1) x (L + R - 1) cyclic matrix Hqcl = (HIHR) 
which is the base for using the DE. 
The optimal 7 for a fixed codevector is given by y = A%. 
Assuming this value for yq we get IIHCk 11 

(3) 

CE 

Usually the ratio CE has to be evaluated for the whole codebook. 
The computational complexity is thus linearly depending on the 
codebook size which limits possible bit rates, though efficient 
techniques (including transformations) [6] to determine the ratio 
were proposed. 

3. STRUCTURED CODEBOOK A 
As structured codebook A which is also suitable for a variable bit 
rate we use the following ternary codevectors of dimension L 
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One can think of M positive or negative unit pulses shifted to 
the positions v1 < a < * - < U,. Usually the scale factor 
o > 0 is chosen as U' = M to obtain vectors with a unit length. 
If multiplied by a unitary matrix A the codebook is rotated but 
keeps its symmetry, thus the general formulation is 

with (&) denoting the binomial coeficient. By increasing M, 
the bit rate is increased. 
Because of its symmetry properties such a codebook partitions 
the surface of the L-dimeasional unit sphere ideally into equally 
shaped %ronoi regions and is thus an optimal codebook for a 
shape gain quantization of a spherically invariant random process 
(SIRP) [I especially a white Gaussian process. It is available 
even for low bit rates. 

3.1 Time Domain 
With this oodebook the ratio CE in (3) is 

with K a symmetric matrix. 
Because only Ma symmetric elements of K and only M comp-  
nents of zTHA are used, computational savings in the order of 
1/7 including the precomputations compared to the autocorrela- 
tion method [6] are achievable [3]. But still the complexity is of 
O ( K )  if K is the codebook size i. e. linearly dependent on K .  

3.2 Frequency Domain 
For sake of clarity the principle is explained for the conventional 
error criterion assuming H being only the upper L x L part of the 
defined matrix. The same reasoning holds for using the whole 
matrix and considering the improved error criterion. Then the 
singular value decomposition (SVD) is replaced by the DFT and 
the codebook is set up for the real and imaginary parts in the 
frequency domain. 
Using the SVD as proposed in [6] the matrix H can always 
be decomposed such that H = UDVT with the real unitary 
matrices U and V consisting of columns that are the left and 
right eigenvectors and a diagonal matrix D = diag(d1,. . . , dL) 
consisting of the singular values dn 2 0. Now (1) is given by 

(7) 
since the Euclidian norm o€a vector is not altered by multiplying 
with a unitary matrix and because of UTU = I with I denoting 
the identity matrix. If now the rotation matrix A in (5) is chosen 
as A = V we obtain with VTV = I 

Ep = I(UTz - YqDuk(1' = 116 - rqDuk((' 
L L 

denoting by 6 the target vector in a transformed domain. In 
this domain the codebook is now given by (5). It has kept its 
optimality since A is selected unitary, but now the computations 
are much easier. 
Since we have only few nonzero elements uui = $ = % we 
get 

11€11' 
(9) 

Minimizing Ep now means maximizing the right hand sum 
G(y,). Thus the sign of the pulses si will always be chosen 
to achieve (,,ai > 0 and the sum to be maximized is given 
further by 

~(7,) = B c (21~nldn - $ii) -+  ax. 

We reverse the traditional search by keeping y9 E QT fixed. Now 
the term 21(,,ldn- %d% is computed for every n = 1,. . , , L and 
the M largest elements are selected in order to maximize. G(y9). 
The indices provide the M best pulse positions V I , .  . . , UM and 
G(y9) is computed afterwards. We note that the complexity of 
this search loop is proportional to the number of pulses M. This 
inner search loop is now camed out for each quantization level 
y9 E QT. If y is quantized with b,  bits, that is 2bv times e. g. 32 
or 64 times. From all G(y9) the largest is chosen and the signs 
at the determined positions U, are selected as si  = sign((,,). 
Hence the best codevector ck and gain yr are found. 
It can be seen that the number of operations does not increase 
proportional to the codebook size but only proportional to the 
number of pulses M which is proportional to the number of bits 
per frame. 
As explained the computational expensive singular value decom- 
position of H can even be avoided by using the symmetric error 
criterion were the synthesis can be expressed as a cyclic convo- 
lution. Using the DFI', a complex excitation in the frequency 
domain of length N does not necessarily correspond to a time 
domain sequence of length L < N .  Thus some truncation mech- 
anism of low complexity has to be implemented [SI. 
Now the necessary precomputations reduce to the FFT's of the 
target vector and of the impulse response and to'the evaluation 
of the expressions 2lCnldn €or n = 1,. . . , N F F T .  
The presented codebook is optimal in a theoretical sense 
(i. e. SNR), but it has isolated peaks in the frequency domain 
which are perceptually not optimal. But this approach guided 
the way to a new alternative structured codebook consisting of 
excitations with unity magnitude. It is presented in the next 
section. 

ne{vl , . . . ,vMl 
(10) 

4. STRUCTURED CODEBOOK B 

As structured codebook B we propose complex unity magnitude 
sequences C(k)  in the frequency domain with e. g. piecewise 
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constant phases versus frequency according to 
0 A k = O  
eJIPea A k E I, , i = 1 . .  . m 
0 A k = +  

C(k )  = ~ C ( k ) ~ e J " ' c ( k )  = y 

(11) 
{ 

and cpc, = U,$ = U,& with U, =-++1 ,..., 5. 
Since they correspond to real valued time sequences C(N - k) = 
C*(k)  holds, and a definition for 1 5 k 5 N/2 - 1 is sufficient. 
Thus except for the "frequencies" k = 0 and k = N/2 the 
codebook has unity magnitude and a phase that has one of M 
constant levels in m sets I, for i = 1 , .  . . , m. As a special case 
in our first approach we may assume that the sets are continuous 
intervals i. e. 

cpc(k) = cpc; for k E I, = [ k i - l ,  k, - 11 and i = 1,. . ., m 
Given the zero padded sequences from (2) in the frequency 
domain with a DFT length of N 2 L + R - 1 the error criterion 
(3) reads 

(12) 

N-1 N - 1  

= C I Z ( ~ )  - Y H ( ~ ) c ( ~ ) I ~  =CIH(k)121Uic(k)-rc(k)12 

( 13) 
if U i c ( k )  is defined as Uic(k)  = # being the ideal cyclic 

exatation. Now because of symmetry it is 

k=O k=O 

4-1 

Ep = ~ ' ( 0 )  + ~ ' (y )  +2 C lZ(k) - yH(k)C(k)12  (14) - k = l  
E, ,  

m 

I= 1 
With E; = Ep - Epo = 

sum is 

Ep, using separation the partial 

k -1 

Ep, = 2 ' 2  lZ( k) 1' - 2yRe{Z( k) H*( k)e-J"'ci} + y2 I H ( k )  l2  

and further 
k i  -1 

Omitting the index i for simplicity 

has to be maximized for each partial error Epi independently. If 
the principal phase cpw = arg (& , -,T < 'pw 5 T is computed 
cpc is simply given by linear quantization as 

with md() denoting the rounding function. 
These computations can now be carried out for each inter- 
val independently and independently of y. After all phases 

cpc; for i = 1,. . . ,m are determined 7 may be computed as 
stated in section 2 by an equivalent formula in the frequency 
domain and quantized afterwards. 
To come to a time domain exatation Ck(12) which is restricted to 
L nonzero samples there are several p ib i l i t i e s .  The simplest 
is to truncate the inverse transformed C(k) .  Since a restricted 
sequence was approximated the truncation error should not be 
too high. Tbe best method is to find a restrided exatation 
by a projection onto the L-dimensional space of achievable 
target vectors. If preferred, this method invdves the solution 
of an L x L Toeplitz system which requires 4L2 floating point 
operations. Due to the projection the quantization error is always 
guaranteed to deaease. 
To determine the complexity of the described p m  we note 
that there is a fixed amount of computations for the FFT's, for 
the complex summation to derive the a, and for determination 
of y which is independent of the partition in intervals and 
thus independent of the bit rate. The complexity necessary to 
determine the phases by (18) is proportional to the number of 
intervals m which is proportional to the number of bits per frame. 

5. ANALYSIS-BY-SYNTHESIS MECHANISM 
The analysis-by-synthesis process can equivalently be viewed in 
a transformed e. g. the Fourier domain. The error criterion is 
then given by equation (13). Consider a codebook CB of size 
K = 2' describpd by b bib. For simplicity the scale factor is 
included, thus Cv(k) = yqCy(k). n K n  an interesting special 
situation with real valued sequences is depicted in Fig. 1. Below 

Figure 1: Analysis-by-synthesis example 

we have certain codewords 6" (k) out of the codebook CB which 
should - after being multiplied by H ( k )  - match the target Z ( k ) .  
Inside an Lnterval [ka, kb] the difference to the ideal exatation 
Ui,(k)  - Cv(k) is multiplied by a huge magnitude of H ( k )  and 
is thus very important. Outside the interval If(!) is negligeable 
and thus the error between Z(k) and H(k)Cvck)  is merely 
unalterable and does not influence the selection of Cy(k). Hence 
only the part of the codebook between k, and kb is used which 
is still described by b bib that are now only spent to quantize 
U,,(k) in this interval. If H ( k )  is more steady the situation is 
analog but not so extreme. Uic(k)  is coarse quantized in the 
regions where H ( k )  is low and fine quantized in the regions 
where H ( k )  is high to obtain a quantization error with respect to 
the target signal that is uniformly distributed Over the frequency 
axis. 
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Hence analysis-by-synthesis quantization is an implicit method 
to continuously distribute t i t  rate to the transform coefficients of 
an excitation representation. This adaptive bit allocation is just 
steered by the matrix H or H ( k )  respectively. 
If we have a product codebook in the frequency domain as pro- 
posed, this mechanism does not work since the search result in 
one interval does not depend on the relative height of IH(k)l 
compared to the other intervals. Instead we can actively dis- 
tribute the t i t  rate to compensate this effect while maintaining 
the ease ol the computation. This can be done for example by 
distributing the bit rate for M phase levels on intervals of dif- 
ferent length depending on their importance as explained in the 
next section. 

6. ADAPTIVE STRUCTURED CODEBOOK 
To desaibe the codebook completely the sets or intervals 
l i  f o r i  = 1,. . . , m  shall be determined optimal. D ( k )  is the 
Dm of the residual signal d(n). Based on the approximation 
Uie(k) w D(k)  the real and imaginary parts of U;,(k) are as- 
sumed to be independent Gaussian random variables with zero 
mean and common variance U;. Then it can be shown that the 
expected value of the error energy per set is 

which is approximately proportional to 1H(k)12 
k E I i  

So to get a uniform distributed quantization error we partition 
the numbers lH(l)12,. . . , l H ( N / 2  - 1)12 into m approximately 
equal sums. On the other hand one can prove that E{E, }  is 
minimized if the sums IH(k)(’ are all equal. Therefore 

the other alternative was to do the same as above with IH(k)l‘ 
instead of lH(k)12. As result this provides all interval limits k i .  
Hence the structured codebook can be adapted to perform o p  
timally in the given quantization system. Since the adaption is 
based on lH(k)l which is available at the receiver no extra bit 
has to be transmitted. 

k E l i  

7. RESULTS 
Both proposed algorithms were applied to a CELPcodec with 
a frame length L = 40 and closed loop pitch determination 
(adaptive codebook). 
Codebook A 
The predicted computational savings have been confirmed [8], 
while the SNR’s were decreased for a bit rate of 8.4 kbps from 9 
to 8 dB on average. Considering our whole codec simulation 
programmed in C the real time factor (Sparc 10) including 
the adaptive codebook determination w a s  reduced from 33 to 
3. Hence the analysis-by-synthesis quantization of the residual 
signal using a structured codebook can now be performed with 
almost no search compared e. g. to the autocorrelation approach. 
For a conventional configuration with 1560 codewords for 40 

samples the complexity reduction for the stochastic search is by 
a factor of 25. 
Codebook B: 
Compared to A the computational savings are even higher (reduc- 
tion factor 90). The SNR’s are lower than in the other approach 
but the speech quality is better. Due. to our very first results with 
simple truncation of the inverse transformed excitation the qual- 
ity is yet slightly inferior compared to the conventional approach 
with a stochastic codebook of equal bit rate. 
An interesting outcome is that if the phase is not quantized 
at all but if the excitation magnitude is set to unity then the 
reconstructed speech is hardly distinguishable from the original. 
It should be noted that the unequal partition of the frequency axis 
(two solutions, see section 6) perform much better (1.5 dB) than 
a partition in intervals of equal length, which confirms theory. 

8. SUMMARY AND CONCLUSIONS 

Two methods of structured codebooks in the frequency domain 
were proposed that allow an exatation determination with an 
extreme low complexity that increases only proportional to the 
number of bits per frame. 
The codebook A was constructed as theoretical optimal and 
resulted in better SNR’s than codebook B. However codebook B 
is perceptually superior. Without being limited by the search 
complexity it is now possible to increase the frame length. 
Further, both codebook approaches easily allow for a variable 
bit rate depending on the achieved quantization performance. 
The final codebook B is based on a new interpretation of the 
analysis-by-synthesis mechanism. ’Ihus the bit rate is assigned 
actively to the important frequency components instead of doing 
this indirectly via a conventional oodebook search. The obtained 
insights guide the way to further quality improvements. 
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