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ABSTRACT

This paper presents a recovery scheme for the error-propagation dis-

tortion which frequently appears after a frame erasure in CELP-

based speech coders, in particular the AMR codec. The extensive

use of predictive filters and parameter encoding allow a high-quality

speech synthesis in these codecs, but makes them more vulnerable

to frame erasures. Thus, when a frame is lost, an additional dis-

tortion appears in the subsequent frame, although that was correctly

received, further degrading the speech quality. This degradation can

also propagate over several frames, being even more damaging than

the loss itself. This well known fact has motivated the development

of techniques which prevent or mitigate the error propagation. Nev-

ertheless, the previously proposed methods in some respect mod-

ify the transmission scheme (by including additional frames, FEC

codes, etc.) making them incompatible with the original decoder. In

this work, we apply a steganographic technique to embed recovery

data to assist the decoder after a frame loss. This data mainly consists

of resynchronization pulses and correction vectors for the excitation

signal and the spectral envelope, respectively. PESQ results confirm

that our proposal achieves a higher robustness against error propaga-

tion while the full backwards-compatibility with the AMR standard

is retained.

Index Terms— speech coding, ACELP, frame erasure, error

propagation, pulse codebook, data hiding, steganography

1. INTRODUCTION

The Adaptive Multi-Rate (AMR) codec is a widely used narrowband

codec which provides a high-quality speech synthesis at a remark-

ably low bitrate. Nevertheless, due to the extensive use of predictive

filters, this codec is relatively vulnerable to frame erasures, making

it unsuitable for packet-based transmission as involved in the thriv-

ing new VoIP services. One of these filters, the long-term prediction

(LTP) filter, which is used to build up the adaptive codebook (ACB),

can exceed the boundaries of signal frames and it is considered the

main source of error propagation. This kind of distortion appears

after a frame erasure, when the LTP filter requires samples from a

frame that has not been received. Since these samples have been

replaced by a concealment algorithm, the ACB codebook in the de-

coder desynchronizes from the encoder, causing a degradation which

can propagate over several conseccutive frames [1].

Traditionally, research efforts have focused on concealing the

erased frames themselves but, in recent years, subsequent error

propagation has also been noted as a remarkable source of degra-

dation and a number of authors has proposed different techniques
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to counteract it. The most straightforward approach simply consists

of avoiding inter-frame predictions (such as LTP) as in the Inter-

net low bitrate codec (iLBC) [2] but that implies a considerable

increase of the bit rate [3]. This can be alleviated to some extend by

a hybrid solution [4] which combines iLBC (independent) frames

and CELP (dependent) frames. An alternative approach is sending

some additional recovery information. This redundancy data can

be added at the packetization level, as in [5] or by repeating all, or

a part, of the encoded parameters [3, 6]. In [7] additional frames

are used to re-initialize the decoder in case of packet loss but, since

this strategy implies doubling the bit rate, the redundancy informa-

tion is only sent for onset frames, as they are considered especially

vulnerable to previous losses [8]. On the other hand, the solutions

proposed in [9, 10, 11] analyze the speech signal in order to extract

some FEC parameters about glottal pulse structure, which can be

encoded using fewer bits than a regular frame. Similarly, in a previ-

ous work [12], we proposed a novel technique for error propagation

mitigation which consists of the computation and transmission of

a pulse-based representation of the previous frame excitation. This

alternative representation allows the decoder to resynchronize its

internal memory and to obtain a similar performance as with a fully

synchronized ACB [12]. This approach, however, as all aforemen-

tioned techniques, also causes an inherent, yet smaller, increase of

the bit rate.

In order to avoid this overhead, we propose in this work the

use of a data hiding (or steganographic) technique which allows us

to embed the recovery information into the codec bitstream itself.

CELP bitstream data hiding principles were proposed by Lu et al.

[13] where a rather low capacity of 37 hidden bit/s was achieved.

This capacity was further extended by the steganographic ACELP

codec proposed in [14] allowing bit rates of several hundred of

bps without compromising the quality of the coded speech signal.

Here, we will exploit an advanced data hiding technique for ACELP

codecs [15] that embeds bit rates from 200 bps up to 2 kbps.

In this work, we will focus on the AMR codec, in particular

on its highest quality mode (12.2 kbps). However, the scheme pro-

posed could be extended to other ACELP-based coders. As we will

show, by embedding hidden recovery data to assist the decoder af-

ter a frame loss, we can obtain an AMR codec that is robust against

propagation errors and, at the same time, maintains full compatibi-

lity with the AMR standard.

The remainder of this paper is organized as follows. Section

2 describes the recovery data to assist the decoder against the error

propagation after a frame loss, while their encoding and transmission

is outlined in Section 3. Section 4 is devoted to the experimental

framework and results. Finally, conclusions are drawn in Section 5.
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2. RECOVERY INFORMATION AFTER A PACKET LOSS

The AMR codec is based on the code-excited linear prediction

(CELP) paradigm, where speech is obtained by filtering an excita-

tion signal, e(n), through a short-term linear prediction (LP) filter,

1/A(z). This excitation e(n) is the result of a long-term prediction

(LTP) filter applied over a code vector ec(n), also termed residual

signal,

e(n) = ga

q
∑

k=−q

pke(n− (T + k)) + gcec(n)

= gaea(n) + gcec(n), (1)

where T , pk, ga and gc are the parameters of the LTP filter, namely

lag-delay, long-term coefficients, and adaptive and code gains, re-

spectively. Alternatively, the excitation signal can be seen as a

weighted sum of two different components: ea(n), an adaptive vec-

tor that models the long-term correlation in excitation, and ec(n)
which is chosen from a fixed codebook and represents the remaining

residual signal.

Although encoding is carried out on a frame or sub-frame basis,

there exist inter-frame dependencies during the decoding process, as

the excitation signal of a frame is later used by the LTP filter to com-

pute the adaptive vector of the next frame. These inter-frame depen-

dencies endanger the codec performance in packet-based networks.

When a frame is lost, a concealment algorithm replaces it in order

to minimize the degradation on the perceptual quality. Since the

concealed signal is not identical to the transmitted one, the decoder

desynchronizes from the encoder and a distortion appears which can

propagate over several subsequent correctly received frames.

In addition, LPC coefficients (A(z) filter) are also predictively

encoded in AMR. Fortunately, this encoding process is performed in

such a way that the effects of a frame erasure are confined to one

frame after the loss. Concretely, the coefficients ak are transformed

into linear spectral frequencies (LSF), fi, which are quantized after

a 1st order MA prediction:

ri(m) = fi(m)− f̄i − 0.65r̂i(m− 1) i = 1, . . . , P, (2)

where P is the number of LSF coefficients per frame (P = 10 in

AMR), m is the frame index, ri(m) is the resulting prediction resid-

ual, f̄i is the mean LSF value and r̂i(m−1) is the quantized residual

at the past frame1. As can be observed, after a frame loss, the pre-

vious residual r̂i(m− 1) is not available (only its concealed version

is) causing a degradation on the spectral envelope which combines

with that in the excitation signal.

In order to alleviate these problems we propose the transmission

of selected side data to assist the decoder after a frame erasure. The

data includes information about the spectral envelope and the exci-

tation signal.

2.1. Spectral envelope

As we mentioned before, LSF decoding only depends on the pre-

vious frame residual. This means degraded LSFs could be easily

improved by an interpolation-based approach, as in [16], using the

next frame parameters. However, this would introduce an additional

delay during decoding. To avoid it, we can try to predict the value

of the previous frame residual from the current frame LSF residual

1In the particular case of AMR 12.2 kbps, two LSF sets are obtained per
frame. Both of them are quantized by applying eq. (2) but always using the
second set’s residual as r̂i(m− 1).

(or residuals in the case of the 12.2 kbps mode). This can be done

since the simple MA prediction applied in AMR not only limits the

effect of a frame loss over the spectral envelope, but also leaves some

redundancy across the residuals. Thus, each component of the previ-

ous frame residual set can be linearly predicted from all the elements

of the current frame residual as,

r̃i(m− 1) =
P
∑

k=1

αkrk(m) + β i = 1, . . . , P (3)

where the prediction coefficients, αk and β, are obtained by means

of a linear regression applied over a training database. Of course,

some error δi between the predicted residual r̃i and the actual pre-

vious one, r̂i, is expected. However, preliminary tests showed that

the variance of this error is significantly lower that the variance of

the residual itself. Hence, in order to improve the spectral envelope

after a frame erasure, this error could be transmitted along with the

current frame using a few bits.

2.2. Excitation signal

In a previous work [12], we proposed to send a multipulse encoded

version of the previous frame excitation as a way to resynchronize

the LTP filter. This alternative excitation is composed of several

pulses and is intended to be used as a replacement of that provided

by the standard PLC algorithm.

Under this approach, previous frame excitation samples are seen

as a memory where some pulses can be set. These will be later

transformed by the lag filter, scaled by the adaptive gain and added

to the code vector (correspondingly scaled by the respective gain)

generating the excitation of the current frame. Pulse parameters are

thus optimized in order to provide the minimum error between the

resulting synthesized signal and the original one. To this end, the

least square error (LSE) criterion is applied,

ε =

N−1
∑

n=0

(

s(n)− h(n) ∗ ê(n)
)2

(4)

where h(n) is the impulse response of the LP filter, s(n) is the tar-

get signal and N is the number of samples per frame. Provided

the perceptual filtering and code vector contributions are previously

removed from the target signal (szi(n)) as in [12], the excitation

signal, ê(n), can be simplified as,

ê(n) =

L−1
∑

l=0

blhLT (n, pl) (5)

where hLT (n, pl) is the response of the time-variant LTP filter2 to

a unitary pulse at position pl. The square error between the synthe-

sized signal and the target is therefore given by,

ε =

N−1
∑

n=0

(

szi(n)−

L−1
∑

l=0

bl · gpl(n)
)2

(6)

with gpl(n) = h(n) ∗ hLT (n, pl).

Thus, provided a set of L pulse positions pk (k = 0, . . . , L − 1) is

known, optimal amplitudes bk are obtained by means of the follow-

ing set of equations:

L−1
∑

k=0

b∗kφpkpj = cpj , 0 ≤ j ≤ L− 1 (7)

2Different LTP coefficients are applied in each subframe, resulting in a
time-variant linear filter for the complete frame.
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which is identical to that from the multipulse encoding except the LP

impulse response is now convolved with the LTP one,

φpkpj = Φ[k, j] =

N−1
∑

n=0

gpk (n)gpj (n),

cpj = c[j] =

N−1
∑

n=0

s(n)gpj (n). (8)

Although a faster resynchronization is obtained as the number

of pulses increases [12], in this work we will only consider a sin-

gle pulse. This significantly reduces the complexity of the scheme

and enables us to obtain optimum pulse amplitudes and positions (in

contrast to the multipulse case where a suboptimal algorithm is used

[17]). Provided that only one pulse is needed, the set of (7) reduces

to,

b∗ · φpp = cp (9)

where, for simplicity, p = p0, b = b0. Then, it can be proven that

the optimal pulse position i∗ and amplitude b∗i are obtained as,

i∗ = argmax
i

(c2i /φii), b∗i = ci∗/φi∗i∗ (10)

Nevertheless, as we will show in the following section, these

equations are only useful to compute the codebook which we will

use during quantization. LTP pulse compensation is finally achieved

by a simple search of the best pulse (in an LSE sense) in this pulse

codebook.

3. CODING AND TRANSMISSION

The aforementioned recovery data must be encoded and sent in every

frame so that, in case of a frame erasure, these can assist the frame

spectral envelope decoding and excitation resynchronization. Clas-

sical media-specific FEC codes can be used to this end. However,

steganographic techniques could be used instead, not only avoiding

the inherent increase in bit rate but also allowing compatibility with

the standard AMR bitstream.

3.1. Quantization

The previously described LSF residual errors (δ1, . . . , δP ) = δ

are quantized using vector quantization (VQ). A weighted distor-

tion measure, which is identical to that described in the AMR stan-

dard for LPC quantization [18], is applied during the process. LSF

residual-error codebook is obtained through the k-means algorithm

applied over a training database.

A different approach is followed for pulse representation since a

direct quantization could lead to severe quantization errors. Instead,

a cost function for setting a pulse at an arbitrary position i with an ar-

bitrary amplitude v when recovering the training frame m is derived

as [17],

fi,v(m) = Ezi(m) + v · φii(m)[v − 2b∗i (m)] (11)

where Ezi(m) is the energy of the target signal and b∗i (m) is the

optimal amplitude at position i for frame m (obtained through

eqn. (10)). Then, given a training database with M frames, our

aim is to find a set of pulses, that is, amplitude-position pairs

J = {〈p, b〉(0), 〈p, b〉(1), ..., 〈p, b〉(L−1)}, which minimizes the

value of the total cost functional Fpulse, defined as,

Fpulse =
M
∑

m=1

min
〈p,b〉∈J

(fp,b(m)). (12)

In [17] the optimal cell and optimal center criteria for the Lloyd al-

gorithm which solves this problem are described. This solution en-

ables us to obtain a codebook of pulses (amplitude-position pairs J)

which provides the minimal synthesis error over the entire training

database.

As we mentioned before, joint amplitude-position codebooks re-

quire a modification on the pulse search and encoding procedure as

we now have a finite set of admissible pulses. The best amplitude-

position pair 〈i, v〉 in the codebook can be found by maximizing the

following function [17],

f̂ (i, v) = v(2ci − vφii). (13)

Finally, it is worth to mention that the complexity of the corre-

sponding search algorithm is similar to the optimization of a non-

quantized single-pulse, since the highest complexity step, the com-

putation of ci and φii, remains the same.

3.2. Steganographic embedding

Once quantized, in order to achieve backwards compatibility with

the standard AMR decoder, the recovery data shall be hidden in the

codec bitstream. To this end, we use the steganographic ACELP

encoding technique of [15] which is based on a modified search

procedure for the algebraic (fixed) codebook. Concretely, with the

12.2 kbps mode of the AMR codec, data rates from 200 bps to 2 kbps

can be hidden in the bitstream. For our purposes (see Section 4),

K = 2 (or 4) steganographic bits are transmitted per 5-ms sub-

frame. Hence, the steganographic message µ for each subframe is

defined as a K-bit binary sequence whereby the individual bits are

denoted by (µ)k with k ∈ {0, . . . ,K − 1}. To enable the trans-

mission of K steganographic bits per subframe, the FCB is then par-

titioned into M = 2K sub-codebooks that are uniquely associated

with the selected message µ. The decoder can then identify the used

sub-codebook and therefore decode the hidden message. Based on

the standard ACELP search method from [18], the steganographic

codebook serach algorithm has been derived in two steps:

1. Codebook partitioning. First, M disjoint sub-codebooks are es-

tablished by appropriately restricting the set of admissible code-

vectors. In particular, a specific parity condition is imposed on

certain parts of the AMR bitstream:

(µ)k =

[

G

(⌊

ik
5

⌋)

⊕ G

(⌊

ik+5

5

⌋)]

mod 2 (14)

for the ACELP pulse positions ik with k ∈ {0, ...,K−1}, where

X ⊕ Y is the bitwise exclusive disjunction (XOR) of two bi-

nary strings and G represents the standardized Gray encoding of

the ACELP pulse position codewords. Solving the above bit-

stream parity condition for the position ik+5 of the second pulse

in ACELP track k, the admissible indices (and thus the possible

positions) for this pulse can be computed:

⌊

ik+5

5

⌋

= G−1(G

(⌊

ik
5

⌋)

⊕ (µ)k + 2 · j) (15)

with j ∈ {0, . . . , 3}. In fact, only the first K (out of five) pulse

tracks (for the second pulse in that track) are restricted according

to (15) to have four (out of eight) admissible pulse positions. The

remaining 5 − K pulse tracks are not restricted here, i.e., all 8

possible pulse positions are allowed.
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bit rate
Frame erasure ratio

clean 4% 7% 10% 13% 16% 18% 21% 23%

AMR Standard 12.2 4.01 3.35 3.05 2.82 2.63 2.47 2.37 2.23 2.14

AMR Stego 400 bps 12.2 4.01 3.34 3.03 2.79 2.60 2.43 2.33 2.19 2.10

AMR Stego 800 bps 12.2 3.99 3.33 3.03 2.79 2.60 2.43 2.33 2.19 2.10

AMR 400 bps FEC 12.6 4.01 3.44 3.18 2.99 2.83 2.69 2.61 2.50 2.42

AMR 800 bps FEC 13.0 4.01 3.47 3.22 3.03 2.88 2.74 2.66 2.54 2.47

AMR Propos. A 12.2 4.01 3.43 3.17 2.97 2.81 2.68 2.59 2.47 2.40

AMR Propos. B 12.2 3.99 3.46 3.20 3.02 2.86 2.72 2.63 2.52 2.44

Table 1. Average PESQ scores obtained by the AMR 12.2 kbps codec (AMR Standard), the steganographic versions (AMR Stego 400 bps and

AMR Stego 800 bps), the FEC-extended scheme with recovery information (AMR 400 bps FEC and AMR 800 bps FEC) and the combined

proposals (AMR Propos. A and AMR Propos. B).

2. Search space expansion. Based on the chosen codebook parti-

tioning, an FCB search strategy is devised that provides a good

trade-off between speech quality and computational complexity.

Thereby, the admissible values for the pulse positions ik+5 can

be computed using eqn. (15). More details on this stegano-

graphic FCB search can be found in [15].

At the decoder, the hidden information can be retrieved directly from

the AMR bitstream using eqn. (14).

4. EXPERIMENTAL RESULTS

The performance of our proposal has been tested by means of the

Perceptual Evaluation of Speech Quality (PESQ) algorithm [19]. In

particular, we have focused on the 12.2 kbps mode of the AMR

codec, although the proposed recovery scheme can be extended to

the other AMR modes as well as others ACELP-based codecs. The

speech corpus is a subset of the testing part of the TIMIT database

downsampled to 8 kHz with lengths artificially extended to approx-

imately 14 seconds. This modification is performed by concatenat-

ing utterances from the same speaker, as lengths between 8 and 20

seconds are recommended for PESQ evaluation [19]. Also, utter-

ances from female and male speakers have been balanced, provid-

ing a total of 450 test stimuli. A wide range of channel condi-

tions has been considered, including frame erasure ratios of 4%, 7%,

10%, 13%, 16%, 18%, 21% and 23%. As in the related literature

[20, 21, 3, 10, 22, 23, 24, 7], frame erasures are modeled by a ran-

dom channel. Finally, in order to obtain a global score for each chan-

nel condition, utterance scores are weighted by the utterance relative

length and averaged.

Table 1 shows the results obtained by the standard AMR 12.2

kbps codec (AMR Standard) as well as those from the techniques

described in this paper. Thus, second and third rows in the table

show the results obtained by the steganographic technique at hid-

ing rates of 400 bps (AMR Stego 400 bps) and 800 bps (AMR Stego

800 bps). No recovery data is sent in these experiments, serving

the provided results as a reference. The fourth and fifth rows show

the results obtained using a recovery pulse of 8 bits (AMR 400 bps

FEC)3 and using both a pulse of 9 bits and an LSF residual error

correction quantized with 7 bits (AMR 800 bps FEC). In both cases

recovery information is sent by FEC codes in every frame, causing

an increase in the final bit rate. Finally, the sixth and seventh rows

show the results achieved by our proposals, where recovery data are

3Note that the experimental framework used here is identical to that in
[17] and results (using different numbers of bits) can be compared.

embedded into the code vector through steganography, avoiding any

increase in the bit rate. Our first proposal (AMR Propos. A) only

uses a recovery pulse of 8 bits, requiring a hiding rate of 400 bps.

The second one combines a pulse of 9 bits and an LSF residual er-

ror correction quantized with 7 bits (AMR Propos. B), requiring a

hiding rate of 800 bps. It must be noted that, across all the bit distri-

butions between excitation and spectral envelope recovery data, that

one (9+7 bits) provided the best results.

As can be observed, steganographic techniques allow the em-

bedding of additional data at the cost of a marginal quality reduction.

This reduction is almost imperceptible in the case of clean channels.

Recovery information on its part significantly improves the perfor-

mance of the codec in frame loss conditions, where LTP resynchro-

nization pulses seem to play a major role. By hiding these recovery

data in the fixed code by means of steganography, a fully compatible

bitstream with no out-of-band side data is obtained. In such a way,

a better speech quality can be achieved by those decoders aware of

the hidden data while backwards compatibility is retained with the

rest. Also, it is worth to note that the proposed scheme causes no

additional delay, neither for the encoder nor for the decoder.

5. CONCLUSIONS

In this paper we have presented a robust transmission scheme for

AMR 12.2 which uses a steganographic technique to send recovery

information which prevents error propagation after frame erasures.

The recovery data included in each frame consists of a single resyn-

chronization pulse and a residual error correction vector intended

to compensate respectively the LTP filter desynchronization and the

spectral envelope degradation, both appearing after a frame loss.

Steganography enables the data overhead to be hidden within the

algebraic code, causing no increase in bit rate and maintaining full

bitstream compatibility with the standard codec. The performance

of our proposal has been tested through the PESQ algorithm over a

balanced subset of the TIMIT database, showing significant speech

quality improvements under adverse frame-loss conditions and al-

most identical performance to that offered by the standard codec in

clean channel conditions. This better performance has also been con-

firmed by preliminary results of an ongoing MUSHRA evaluation

with real listeners.
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