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ABSTRACT

In the hands free telephone environment the
reduction of the acoustic echo of the far
speaker is a major problem. Recent develop-
ments of algorithms use a conventional echo
compensator and in addition a time domain
filter in the sending path to attenuate the re-
sidual echo [1, 2, 3].

A further problem is the reduction of the back-
ground noise in the microphone signal. As the
signal-to-noise ratio (SNR) in the hands free
telephone environment can be very low, the
reduction of noise is hard to perform.

Most noise reduction methods of today work
in the frequency domain. An interesting ap-
proach is the combination of the echo attenu-
ation and the noise reduction in a single fre-
quency domain filter. In this paper a structure
consisting of a conventional echo canceller and
a combined echo attenuation and noise reduc-
tion frequency domain filter is proposed.

1 Introduction

We assume that an echo canceller working
either in the time domain or in the frequency
domain is available. In most practical applic-
ations the echo canceller alone will not deliver
sufficient echo attenuation. We therefore use
an additional echo attenuation and noise re-
duction filter in the sending path. In Figure
1 the combination of this filter with a time
domain echo compensator ¢(k) is illustrated.
z(k) is the signal from the far speaker. The
microphone signal y(k) consists of the near end
speech s(k), the near end noise n(k), and the
echo d(k). The estimated echo d(k) is sub-
tracted from y(k) yielding the compensated
signal e(k). This can be written as e(k) =
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Figure 1: Block diagram of the proposed
structure.

s(k) + n(k) + b(k), where b(k) is the residual
echo, b(k) = d(k) — d(k). Our aim is to make
an estimation 3(k) of the near end speech by
using a frequency domain filter H((;), which
is calculated for each time frame of NV samples
(e.g. N = 256). The purpose of this paper is
to discuss estimation procedures for the noise
and residual echo power spectral densities, and
methods of a combined treatment of residual
echo and noise.

2 Algorithms

Applying the filter H(£);) to the compensated
signal, the spectrum S(€;) of the estimated
speech signal becomes

5() = H(Q)E(%), (1)

where E(€);) is the discrete Fourier transform
of a frame of N samples of the signal e(k) and
:=0,1,... ,M — 1 denotes the frequency in-
dex, (; = %271’.

Several weighting rules H(f2;) which modify
only the amplitude of the input signal, leav-
ing the phase unchanged, have been developed
for noise reduction. Among them the familiar
Wiener filter [4] and newer methods such as
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the Minimum Mean Square Error Short Time
Estimator (MMSE) [5] are subject to investig-
ations for the proposed combined echo atten-
uation and noise reduction filter.

In case of the Wiener filter, the weighting rule
for a noise reduction filter H(€2;) can be writ-
ten as

Rss(ﬂi)
Qi) + Rfm(Qs) d

H(%) = (2)

Rss (

where R,(f;) is the power spectral density of
the near speech s(k) and Rn.(€) is the power
spectral density of the noise n(k).

Because of the statistical independence of the
signals s(k), n(k) and b(k), the weighting rule
(2) can be modified to perform as a combined
echo attenuation and noise reduction filter by
replacing the power spectral density Rnn(£:)
with the sum of R.,(€%) and the power spec-
tral density of the residual echo, Ry (), [6]

Rss(Qi)
Rss(S) + Run () + Rip(S%) ‘(3)

H() =

The weighting rule (3) is the optimal echo
attenuation and noise reduction filter in the
sense of minimizing the error €{(s(k) —
5(k))?}. €{-} denotes expectation.

The modifications of the MMSE method are
analogous, as the residual echo can be incor-
porated in the statistical model as follows.
Based on the assumption that the real and
imaginary parts of each Fourier coefficient of
the near speech, the near noise as well as
the residual echo are statistically independent,
zero mean, and normally distributed with the
variances —i ~2=21 and 5}, respectively, the sum
of the noise a.nd the residual echo has the same
properties, but now with the variance —+5"—
Therefore, the noise component in the denv—
ation of the weighting rule can be interpreted
as the sum of the noise and residual echo com-
ponents.

Having a theoretical support for the combin-
ation of residual echo attenuation and noise
reduction, we can now go a step further and
look at implementation aspects.
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2.1 Combination Using SNR
Estimations

We consider again a noise reduction filter

H(Q;). The MMSE weighting rule can be

written as functions of a priori and a posteri-

ori signal-to-noise ratios [7, 8]. The a priort
SNR is defined as
E{1S(%)1%}
SNR:(Q) = ———5+, 4
@ =girary
and the a posteriori SNR as
|E(S0)|?
SNR:(Q) = ——r 5
@ =gvaory @

The Wiener weighting rule (2) can be written
as

SNR:(%)
SNR:(Q) +1°

To attenuate residual echo, N(Q;) in Eqgs. (4)
and (5) can be substituted by B(;),

H(®) = (6)

o) = EUS@)1)
NE®) =gy O

) = |E@)P
SNE®) = grporr @

The a posteriori SNR is calculated by us-
ing the instantaneous spectral components of
E(£;) and estimations of the power spectral
densities Rn,(€:) and Ryp(€), respectively.
The a priori SNR is commonly estimated by
a "decision directed” approach (5], effectively
by a recursive smoothing of the a posterior:
SNR which also takes into account the estim-
ated filter of the previous frame. With m as
the frame index, SN R (™)(;) is estimated by

SNR:™(Q;) =

= (1 — an)P(SNRE™(Q;) — 1) +

|HD(Q:) E-D(Q0)|?
R(m)(ﬂ )

with P(z) = 3(|z] + z). The calculation
of SNR;() is analogous to (9) with the
smoothing parameter a;. The choice of the
parameters o, and o, depends strongly on the
characteristics of the signal component to be
removed. For the noise reduction case, the
variations of SN R (Q;) depends mainly on the
variations of the power spectral density of the &

(9)

+ an

H




near speech, whereas SNR;(Q;) will fluctu-
ate more rapidly because of the instationarity
of the residual echo. This leads to different
choices of the constants o, and a;. a, = 0.97
and ap = 0.90 have been found by experiment
to give high speech quality as well as good re-
duction of noise or residual echo, respectively.

For the combination of echo attenuation and
noise reduction the different SNR expressions
have to be combined in SNR;j,, () and
SNR;,,.(%). As the a posteriori SNR is an
instantaneous value and b(k) and n(k) can be
considered as independent, the calculation of
SNR;, (%) can be made straightforward by
adding Rps (%) and Rnn(S4),

|E(82:)/?
Rep() + Ran() (10)

SNES, () =

Using SNR;, (@)  for calculating
SNR;,.(Q:) in the same way as in Eq.
(9) forces us to a compromise regarding
the parameter . It can then be choosen
either for good noise reduction or residual
echo attenuation performance. A solution
can be found by computing SNR;(£%;) and
SNR:(Q;) separately and combine them
using the relation

SNR;,.(%) =
_ e{I15(2)1%} _
E{IB(Q)I} + E{N()|?}
1 (11)
(SNR3(Q:))™" + (SNR3() ™"

Eq. (11) gives us a powerful and flexible way
of treating the combination of residual echo at-
tenuation and noise reduction. As SNR;(;)
and SNR:(Q;) are calculated independently,
optimal parameters o; and o, can be used.
It is easy to see, that if for example no resid-
ual echo is present, i.e. SNR;(f;) > 1, the
system will act as a dedicated noise reduction

system as SNR;, (%) ~ SN R}, ().

A common feature of all noise reduction meth-
ods and of the calculation of the different SNR
expressions is that they require estimations of
the noise power spectral density. For the com-
bined filter, estimations of both the echo and
the noise power spectral densities are neces-

sary.
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Figure 2: Interpretation of the echo compen-
sation in terms of a transfer function

F().

2.2 Estimation of the Residual
Echo

For the calculation of SN Rg(£;) using Eq. (8)
an estimate of the power spectral density of
the residual echo is needed. As the residual
echo is only a function of the echo itself and
the estimated echo from the compensator, a
model where the compensation is considered
as a transfer function is useful. This is illus-
trated in Figure 2. It leads to the identities

b(k) = d(k) — d(k) (12)
(13)

b(k) = f * d(k)
and in the frequency domain

B(Q) = D(Q%) — D(%)
B(®) = F(Q)D(%).

As verified by simulations the time domain
compensator estimates the echo with just
small phase errors. Consequently, we can as-

—_—

sume that arg{D(%%)} = arg{D(%)}, from
which follows that F(£2;) is a real function.
Using Eqs. (14) and (15) we can write the
echo D(£);) and the residual echo B({2;) as a
possibly noncausal function of F(£);) and the

estimated echo 5(9;),

B 1

T 1-F(%%)
_ F()

Bl = 1 - F(%)

and with F(£;) € R the power spectral dens-
ities can be calculated as

1

(14)
(15)

D(%%) D(%) (16)

D), (7

Raa(%) = m}?gﬁﬂi) (18)
F() \

The problem of estimating Ry(;) then
changes into the estimation of the transfer

function F(;).
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Assuming statistically independence between
the near speech s(k), the noise n(k) and the
echo d(k) as well as the residual echo b(k), we
can write the power spectral densities of the
microphone signal y(k) and the compensated
signal e(k) as

Ryy(ﬂi) = Rss(ﬂi) + Rnn(ﬂt) + Rdd(ﬂiz )
20

Ree(S%) = Res() + Ran() + Rup(C%) -
(21)

Combining the above equations with Eqs. (18)
and (19) we arrive at an expression for es-
timating F(€;), which can be calculated from
known signals,

Ryy () — Ree(S%) — Rg($k)

P = By (@) = Ree(®) F B (39)

Having an estimation of F(£);) the power spec-
tral density Rys(€:) can be estimated using Eq.
(19).

2.3 Estimation of Noise Power

To combine the echo attenuation with noise
reduction we will also need an estimation of
the noise power spectral density. Most noise
reduction methods make use of a voice activity
detector to obtain an estimation during speech
pauses. The disadvantage of this method is
obvious: it requires that the noise is sta-
tionary and that there will be enough speech
pauses to perform an estimation. As both
these conditions are seldom met, especially not
in a mobile telephone environment, where the
background noise may change rapidly, we use
the Minimum Statistics estimate algorithm [9].
It constantly gives an estimation Rnn(%) of
the noise power at each discrete frequency by
searching power minima in a time frame. Al-
ternatively, the Minima Tracking method [10]
can be used.

3 Results

Preliminary results obtained from MATLAB
simulations show a very significant echo reduc-
tion and noise attenuation for a wide range
of signal-to-noise ratios. When the filter is
used to attenuate only the residual echo, the
Wiener and MMSE rules perform equally well,
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whereas the latter is superior in the noise re-
duction role, as it introduces less "musical

noise”.
Further tests are needed for optimizing the es-

timation methods and the weighting rules, and
for performing instrumental evaluations.
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