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INTRODUCTION: AUTOMATED OFFLINE SPEECH CLASSIFICATION

For use in offline speech processing systems a novel algorithm has been developed, that classifies
clean speech segments as voiced, unvoiced, or silence respectively. This decision is needed, e.g., in
source controlled speech coders which treat voiced, unvoiced, and silent segments differently, al-
ways yielding best speech quality at minimum bit rate. The classifier is based on a combination of
features, extracted from the signal in the time domain. Besides the energy, a novel measure, repre-
senting the unsteadiness of the speech, is proposed. Non-realtime coding allows iterative refinement
of the classification using the cepstral distance. Another advantage is the adjustment of the decision
thresholds to the properties of the individual speech file. The new classification scheme was tested
in speech storage systems with the AMR codec. In Fig. 1, left, the various steps of the classification
process are illustrated. The different blocks will be explained in the remainder of this article.
 

Figure 1: Block Diagram (left), Envelope Normalization (right)

CLASSIFICATION MEASURES AND REFINEMENT

One single parameter per frame does not reveal enough information about speech as to be able to
acquire a reliable classification. In this approach, two main parameters are made use of: first, the
energy of the speech frame, and secondly, a measure of unsteadiness, “Ink”. The parameter “Ink”
can be interpreted as follows: imagining the speech signal with normalized envelope being drawn
with a fountain pen, the parameter “Ink” would represent the amount of ink required. The applica-
bility of various other parameters was not satisfactory. Voiced speech usually has a higher ampli-
tude than unvoiced speech, and silent regions are distinguished by almost no amplitude, which
makes the energy very suitable for a first classification. The parameter “Ink” is used to iteratively
improve this first classification. It measures the optical density of the plotted speech signal (e.g., in
the lower part of Fig. 1, lower right, the optical density is much higher in the right part than in the
left part) and mirrors the unsteadiness, which results from number and frequency of outliers and
number of zero-crossings. The envelope normalization to signal amplitudes of  ±1 is necessary to
prevent the amplitude from affecting the “Ink” measure, so that only the inquietude of the speech
signal is recorded. For envelope normalization of the speech, a Hilbert transformation [4] is per-
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formed, which generates the envelope, i.e., the magnitude of the analytical signal s(k) + j s(k) (see
Fig. 1, upper right). After division of the signal by this envelope the normalized speech results. The
(geometric) distances d between subsequent normalized samples y(k) are calculated and summed up
for each frame to result in the parameter “Ink”.
After thresholding both parameters, the classification obtained from Energy can adopt the values
0 (silence), 1 (unvoiced), or 2 (voiced). The parameter “Ink” only distinguishes between voiced and
non-voiced segments, as unvoiced and silence are indistinguishable after normalization. To classify
silence only the energy is taken into account. Classifications based on Energy and based on “Ink”
may contradict. Contradiction particularly exists at transitions from one class to the other. Intervals,
in which the classifications contradict, are called uncertain intervals. Within these, a measure of
spectral distance corrects the existing classification. As suggested by Hagen [2] not the common
spectral distance but the squared error in the cepstral domain dcep is used, which is equivalent. The
cepstrum describes the envelope of the logarithmized spectrum. Cepstral coefficients c(i) of a
speech frame are calculated as given in [2]:

 (1)

with a(i) as LPC-coefficients and Np as filter order of the linear prediction. The cepstral distance dcep
is calculated by comparing the cepstrum of one frame with that of the other:

 (2)

In this way, the cepstral distance measure dcep is a measure for the spectral similarity of two frames.
If the cepstrum of one frame resembles the other, the distance measure dcep is small and one can
expect the classification of these frames to be the same. Two comparisons are performed: first to the
cepstrum of the frame, that precedes the uncertain interval, which results in the measure preceding-
dcep, and second, to the cepstrum of the frame that succeeds the uncertain interval, which results in
the measure succeeding-dcep. The classification is given by the smallest of the distance measures
preceding-dcep and succeeding-dcep, which indicates the most similar frame. The frame in the uncer-
tain interval then adopts the Energy classification of the most similar of the preceding and succeed-
ing frame. Not every uncertain interval can be corrected by means of preceding-dcep and succeeding-
dcep. Exceptions are classifiying as “silence”, while the Energy classification definitely indicates
non-silence; long uncertain intervals, as the correlation between most of the frames to be compared
is lost; preceding and succeeding frame having the same Energy classification and Energy classifi-
cation changing its value twice or more within the uncertain interval.

CONCLUSIONS

The new classification algorithm proved to correctly classify about 98% compared to hand
labeled speech data taken from a German audio book. If only measures of energy are applied
the correct classification rate reaches only between 85% and 90%. Working with an experi-
mental speech codec that uses the original AMR codec mode 7.95kbit/s [1] for voiced mode
and noise excitation for unvoiced and silence [3], excellent speech quality was gained at a bit
rate of less than 4kbit/s. The algorithm improves the rate of correct classifications by about
10% in comparison to a classification algorithm based only on the energy measure [5].
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