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Abstract. In this paper, personalized quantization of the 
filter coefficients of Linear Predictive Coding (LPC) is 
studied. The study covers two aspects. On the one hand, a 
signal-adaptive algorithm which determines when to 
transmit a set of LPC coefficients is introduced. This algo-
rithm allows a reduction of about 35% of the bit rate 
needed to code the LPC coefficients in speech storage 
applications – e.g. voice prompts in mobile terminals. 

The second part of this paper deals with the quantizing of 
LPC coefficients. Different approaches to quantization are 
compared in the context of speech coding for storage ap-
plications: Split Vector Quantization (SVQ), e.g. as used in 
the Adaptive Multi Rate Speech Codec (AMR) for GSM and 
UMTS, near optimum vector quantization with the LBG 
Algorithm (Linde, Buzo, Gray), and Lattice Quantization 
(LQ) with and without entropy coding. 
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1. Introduction  
Speech coding for storage applications (e.g. voice 

prompts in mobile terminals) has different limitations and 
demands compared to coding for telephone transmission. 
Real time operation is not an issue – the signal is encoded 
only once on a powerful workstation, pre-recorded speech 
is not degraded by unknown noise, only one speaker pro-
nounces the whole text, and the complete speech signal is 
known at the time of encoding. These special circum-
stances allow a number of unconventional coding strate-
gies.  

This paper concentrates on calculation, quantization, 
and storage of the filter coefficients for Linear Predictive 
Coding (LPC). In section two, a new algorithm is presented 
that decides at which time instants a set of LPC coefficients 
needs to be stored. As all sets of stored coefficients are 
available at the time of decoding, no additional delay is 
introduced with this extended interpolation scheme. Sec-

tion three comprises a survey of different quantization 
schemes that can be used to quantize the LPC coefficients. 
In section four the results are briefly summarized. 

2. Signal Adaptive Interpolation of 
LPC Parameters 
Although filtering in linear prediction is usually car-

ried out on a 5 ms subframe basis, LPC coefficients are 
only transmitted every 20 ms and interpolated in between 
(e.g. in the AMR speech codec [1]). 

As, in speech storage systems, the speech signal is 
known completely at the time of encoding and all parame-
ters are present at the time of decoding, the coefficients 
may be stored in variable distances.  

Most commonly in narrowband speech coding, an 
LPC filter of order Np = 10 is studied. To eliminate block 
effects, windowing is applied. The window function w(k) 
consists of half a Hamming window and a quarter cosine 
function:  
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with L1 = 200 and L2 = 40. Lookahead and lookback have 
a length of 5ms. 

Since the emphasis of the window is on the last sub-
frame of the actual speech frame, the transmitted LPC 
coefficients correspond to the fourth subframe. The coeffi-
cients that correspond to the remaining three subframes are 
linearly interpolated in the LSP domain (Line Spectral 
Pairs), as described in [3]. 

If plotted over time, the Line Spectral Pairs (LSP) will 
not show any discontinuities, which is important for inter-
polation. In voiced speech, they stay constant for even 
longer periods of time. Thus, the fixed pattern of calculated 
and transmitted / stored LSP vectors (called sampling 
points in this paper) every four subframes as in AMR may 



2 C. HOELPER, A. FRANKORT, LPC QUANTIZATION AND INTERPOLATION IN CODING FOR SPEECH STORAGE APPLICATIONS 

be given up, and the distance between the sampling points 
can be adapted to the actual speech signal. The distance 
between two sampling points is limited by the perceptual 
quality of the output speech. Possible measures to predict 
the speech quality from the similarity of LSP vectors are 

• the cepstral distance (dcep) of two sets of coeffi-
cients as presented in [4] 

• the short-time prediction gain (STPG) which 
measures the quality of the linear prediction by 
comparing the residual with the original signal.  

• a weighted distance measure (ELSP) as it is used 
for quantization in the AMR codec [1]:  
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Measurement of similarity can be performed either be-
tween the LSPs of subsequent subframes or towards a 
reference coder with fixed LSP calculation pattern. Both 
methods have been analyzed and implemented. The latter 
proved to be more suitable in practice. 

 

 

 

 

 

 
Fig. 1. AMR Sampling Points and Interpolated Subframes. 

The LSP sets of the new interpolation scheme are com-
pared to those of the AMR codec, mode 7.95 kbit/s, to 
determine the maximum possible distance between two 
sampling points,. The algorithm is designed as follows: 
The very first sampling point A (see Figure 1) is identical 
to the first LSP set of the AMR codec. Starting from here, 
a few frames are analyzed, using the AMR routines which 
calculate a set of LSPs every 4th subframe, and which 
interpolate three LSP sets in between. The resulting LSP 
vectors are memorized, whereupon sampling point B is 
shifted by one subframe (which makes B' the exactly calcu-
lated LSP set), thus 4 LSP sets now have to be interpolated 
in between. After this, the interval AB' is compared to the 
reference (AMR), using one of the three measures men-
tioned above. If the termination criterion of the measure 
has not yet been fulfilled, B' is shifted by one more sub-
frame to become B", and so on. 

Reaching the termination criterion, the current inter-
val ABn is no longer similar enough to the reference, and   
Bn-1 will be stored and used as starting point for the next 
iteration. This is repeated until the end of the speech signal 
is reached.  

As the algorithm starts with a minimum distance of 
four subframes between the sampling points, it will never 
deliver more sampling points than the AMR codec does.  

The quality of this algorithm was determined by 
speech synthesis using the reduced number of sampling 
points. As the aural impression cannot be measured objec-
tively, the overall prediction gain is used as a quality meas-
ure. The overall prediction gain is the mean prediction 
gains over all subframes. It adequately resembles the aural 
impression and rises with increasing quality. If LSPs are 
calculated for each subframe explicitly, which means none 
of them is interpolated, the overall prediction gain is about 
16.2dB, depending on the processed speech material. Com-
paring all three measures, it turns out, that the overall pre-
diction gain using the short term prediction gain algorithm 
is the highest for the same reduction rates. Informal listen-
ing tests have proved these results. Figure 2 shows an ex-
emplary progression of the overall prediction gain versus 
the reduction of sampling points. Reductions of up to 35% 
will not significantly lower the perceptual speech quality. 

 

 

 

 

 
 

Fig. 2. Overall Prediction Gain in dB versus Percentile Reduc-
tion of Sampling Points. 

3. Quantization of LSP Vectors 
The LSP vectors of each sampling point have to be 

quantized for storage. While quantization should be ac-
complished with minimum bit rate, the distortion intro-
duced by this quantization should remain as small as possi-
ble. A common criterion is that the average spectral distor-
tion must be less than 1dB, while no more than 2% of the 
quantized LSP vectors may exceed 2dB spectral distortion 
[5]. In speech storage systems, not only the bit rate re-
quired per set of LSPs is crucial, but also the amount of 
memory needed for quantization tables. Depending on the 
length of the actual speech signal, one or the other part is 
dominant for the gross bit rate. 
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3.1 Split Vector Quantization 
The first method to be evaluated was the SVQ scheme 

of the AMR speech codec, mode 7.95 kbit/s. The LSP 
vector of dimension N = 10 is divided into three subvectors 
of dimensions N1 = 3, N2 = 3, and N3 = 4. Each subvector 
is quantized with 9 bit according to three fixed quantization 
tables.  

This results in a bit rate of 27 bit per LSP vector plus 
one single quantization table (independent of the speech 
signal) of size (3+3+4) . 29 . 16 bit = 81 920 bit. 

3.2 Source Adaptive Vector Quantization 
with the LBG Algorithm 
As illustrated in section one, in speech storage appli-

cations the complete signal is known, and spoken by only 
one single speaker. This allows useing a trained LBG vec-
tor quantizer [2] of full order N = 10 to find the minimum 
bit rate needed for quantization of each set of LSPs. Simu-
lations with speech material in German, French, and Eng-
lish indicate that the quantization of the LSP sets of a sin-
gle speaker requires about 14 bit. If voiced speech and 
unvoiced speech are handled separately as suggested in [6], 
the LSP vectors of a single person can be quantized with 
12 bit for voiced speech and 9 bit for unvoiced speech. In 
the latter case, the distortion criterion is an average spectral 
distortion below 2dB for unvoiced speech [6]. 

The penalty for achieving optimum bit rates for the 
quantization of each LSP set are huge quantization tables 
of 214 . 10 . 16 bit = 2 621 440 bit for the general scheme or 
(29 + 212) . 10 . 16 bit = 737 280 bit for the voicing specific 
quantization.  

3.3 Lattice Quantization 
To avoid the huge tables in case of short speech sig-

nals, Lattice Quantization was studied. A lattice is the set 
of all points l 
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which can be expressed as a linear combination of integer 
multiples of the basis vectors a1,a2,…,an ∈  Rn.    Different 
possible lattices of order N = 2 are shown in Figure 3. 

 Vector quantizers which use such an equally distrib-
uted n-dimensional lattice of code vectors are called lattice 
quantizers. As the position of each code vector can be 
expressed analytically, no codebook needs to be stored. 
The main drawback compared to source adaptive vector 
quantizers is, that the distribution of code vectors does not 
match the distribution of the LSP vectors, which results in 
a higher bit rate for each vector to be quantized.  For fur-
ther reference to lattice quantizers the reader is referred to 
[7]. 

 

 

 

 

 
Fig. 3 Lattices Z2, A2 and D2. 

For quantization of the 10-dimensional LSP vectors, the 
D10

+ lattice was chosen, which yields a low distortion with 
a simple quantization and index assignment scheme based 
on iso-norm, absolute leader, and signed leader [7]. 

Using the D10
+ lattice for quantization of LSP vectors 

of one single speaker, a bit rate of 50 bit per vector is nec-
essary to keep the average spectral distortion below 1dB 
for voiced speech, and 39 bit to keep the average distortion 
of unvoiced speech below 2dB. Due to the regular structure 
of the lattice vector quantizer, no advantage can be taken 
from the fact that the speaker and the complete signal are 
known at the time of encoding. 

3.4 Lattice Quantization with Entropy Coded 
Indices 
Lattice quantization as described in section 3.3 is not 

adapted to the distribution of the source and assigns a fixed 
number of bits to each possible index of the lattice. How-
ever, since some codevectors will be used more often than 
others (usually most codevectors of the regular lattice grid 
will not be used at all by one single speaker), entropy cod-
ing can reduce the average bit rate per coded LSP set at the 
expense of a small entropy coding table. 

Using the knowledge of the complete speech signal 
for Huffman compression [8] of the indices of the lattice 
vector quantizer, the average bit rate for voiced LSP vec-
tors is about 40 bit per vector, for unvoiced speech it is 
about 30 bit per vector. The coding table for the corre-
sponding Huffman code must be taken into account with 
approximately 3500 bit. 

4. Results 
The LSP vectors that have to be stored after the appli-

cation of the signal adaptive interpolation can be quantized 
in different ways, depending on the length of the speech 
signal.   

Figure 4 shows the mean spectral distortion of a 
trained vector quantizer (left), a lattice quantizer (right), 
entropy coded lattice quantizers (middle) and the AMR 
split vector quantizer scheme (circles) for the complete 
speech signal (all), as well as voiced parts and unvoiced 
parts separately, for a speech signal of 80 minutes length, 
spoken by a male German.  
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Fig. 4. Mean Spectral Distortion Versus Bit Rate for AMR-
SVQ,  VQ and Lattice VQ. 

Figure 5 plots the expected gross bit rates for the quantiz-
ers that were studied over time with fixed interpolation 
over three subframes. Using our adaptive interpolation 
scheme the time axis would be stretched by a factor of 1.5. 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5. Gross Bit Rate Versus Time. 

It can be seen that for speech signals of more than 15 min-
utes the voicing specific LBG quantizer offers the best 
performance, while for signals of less than 3.5 minutes an 
entropy coded Lattice VQ scheme should be used. 

5. Summary 
It was shown, that with a signal adaptive interpolation 

scheme the number of LPC coefficients to be stored can be 
reduced by about a third, if the knowledge of the complete 
speech signal is exploited. 

For quantization of the LSP vectors that need to be 
stored, different approaches have been compared with 
respect to the required amount of bits for the quantization 
tables and for each codebook index. Means of utilizing the 
fact that one single speaker will generally not drastically 
change his voice have been considered for this. 

Finally, a guideline which quantization scheme to pre-
fer for which speech signal has been given. 
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