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Abstract—The ability of the human auditory system for sound
localization mainly depends on the binaural cues, especially inter-
aural time and level differences (ITD and ILD). In the context of
digital hearing aids and binaural audio transmission systems, these
cues can be severely degraded by independent bilateral signal pro-
cessing such as dereverberation or noise reduction. This contri-
bution presents a novel two-stage binaural dereverberation algo-
rithm which explicitly preserves the binaural cues. The first stage
is based on a statistical model of the room impulse responses (RIR)
and comprises a spectral subtraction rule which reduces late rever-
beration only. It includes a smoothing process of the spectral gains
to reduce musical tones. In a second stage, the residual reverbera-
tion is attenuated by a dual-channel Wiener filter. This is derived
from a coherence model of the reverberant sound field taking into
account shadowing effects of the head. The overall binaural-input
binaural-output structure efficiently reduces both early and late
reverberation. In experiments as well as informal listening tests
using measured binaural room impulse responses, the proposed al-
gorithm significantly improves speech quality according to objec-
tive and subjective measures.

Index Terms—Binaural cue preservation, dereverberation, head
shadowing, speech enhancement, spectral subtraction.

1. INTRODUCTION

N speech communication systems, room reverberation
I often leads to a degradation of speech quality and intelligi-
bility. This especially applies for hands-free devices, binaural
telephone headsets, and digital hearing aids. The effects of
room reverberation can be categorized into two distinct per-
ceptual components: overlap-masking and coloration. Late
reverberation causes mainly overlap-masking effects, whereas
the early reflections are known to cause a coloration of the
anechoic speech signal.

Many contributions have been made in the past to reduce the
effects due to reverberation, cf. [1]-[4]. Since a joint suppres-
sion of both early and late reverberation is quite challenging,
several (single- and multichannel) two-stage algorithms are pro-
posed in the literature. The authors in [5] present an inverse
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filtering algorithm which maximizes the kurtosis of the linear
prediction (LP) residual signal for the reduction of early rever-
beration, followed by a spectral subtraction rule that reduces
long-term reverberation. A similar approach is described in [6]
where spatio-temporal averaging is combined with a spectral
subtraction algorithm.

The major drawback is that most of these techniques were
developed for systems with a single output channel given one
or possibly multiple input channels. Therefore, they are only
suitable for bilateral processing, which means that each side of
the device is independently performing monaural enhancement
without taking spatial information into account.

Several studies have shown that unsynchronized processing
degrades the ability for sound localization and that hearing im-
paired persons localize sounds better without their independent
bilateral hearing aids than with them; see [7] and the references
therein. This can be explained by the fact that the binaural cues,
which are the basis for human sound localization, are not pre-
served. This comprises mostly the interaural level difference
(ILD) and interaural time difference (ITD), cf. [8].

Therefore, it is advantageous to perform binaural instead
of bilateral processing, especially as an appropriate data link
between both sides of the headset and in future between both
sides of the hearing aid can be assumed, cf. [9]. An extension
of monaural algorithms to a binaural output is not always
trivial. A discussion of fixed and adaptive beamforming with
binaural output can be found, e.g., in [10] and [11]. The authors
in [12] propose a binaural noise reduction system consisting
of a binaural superdirective beamformer and a postfilter. A
comprehensive study how binaural noise reduction algorithms
can preserve binaural cues can be found in [13]. A binaural
blind source separation (BSS) strategy is proposed, e.g., in [14].
The problem in terms of binaural dereverberation is addressed,
e.g., in [15]-[17]. However, no dereverberation system exists
so far, which allows for a reduction of both early and late
reverberation and explicitly preserves the binaural cues.

This contribution consists of two major parts. First, in
Section II, the necessity of binaural instead of bilateral pro-
cessing is studied. It will be shown, exemplarily with three
known dereverberation algorithms, how bilateral signal pro-
cessing affects the source localization. This part also comprises
an improvement for ILD and ITD estimation in reverberant en-
vironments. In the second part of this paper, a novel two-stage
binaural dereverberation system is proposed in Section III that
does not alter the binaural cues. In the first stage, a spectral
subtraction rule is applied which is based on an estimate of the
late reverberant energy including a smoothing process of the
spectral gains [18], [19]. This is derived by a statistical model
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of the room impulse response (RIR). In the second stage, the
residual reverberation is further attenuated by a dual-channel
Wiener filter which is based on a new coherence model taking
shadowing effects of the head into account [20]. The basic idea
of such combination is that Stage I of the algorithm mainly
reduces the late reverberant components, while the subsequent
Wiener filter in Stage II attenuates all non-coherent signal
components. This results in an efficient reduction of both early
and late reverberation. Due to the algorithmic structure, the
binaural cues are not affected.

The remainder of this paper is organized as follows. In
Section IV, the shadowing effects of the human head are
discussed and a model for the binaural coherence is given.
Experiments and results are presented in Section V and finally,
in Section VI we draw some conclusions.

II. BINAURAL CUES

The human auditory system has a very sophisticated mecha-
nism to analyze the spatial impression of an acoustic environ-
ment by exploiting the binaural cues [8]. This comprises the
ability for distance and direction estimation. Numerous experi-
ments have shown that the localization in the azimuth plane is
mostly based on the interaural time and level differences of the
sound event. The localization in terms of elevation is carried out
with the help of the spectral coloring of the input signals due to
the shape of the outer ear. The distance perception is based on
the direct-to-reverberant energy ratio, cf. [21].

Since they are the most important binaural cues for source lo-
calization in the azimuth plane, the main focus of this paper will
be on ITD and ILD. The estimation of these cues is important for
both the development and the evaluation of binaural algorithms.
In reverberant sound fields, the reliability of these estimates is
not always guaranteed. The binaural cues are degraded by not
only taking values different from those of the non-reverberant
signals, but also having larger variance, which makes the local-
ization of the source ambiguous. Hence, an improved system
will be derived which significantly decreases the variance of the
estimation.

In this paper, the correct binaural cues are determined as ones
that can be estimated from the reverberant signals by focusing
only on the time—frequency portions that are interaurally co-
herent on the cues.

Throughout the remainder of this paper, source direction 6
in the azimuth plane, discrete time source signal s(k) and ear
signals x,.(k), z;(k) will be used according to Fig. 1.

A. Estimation of Binaural Cues

The interaural time difference is defined as the time delay of
arrival between the left and right ear. Assuming a simple model
of the head as a spherical torso and a source in the far field, the
ITD can be expressed by [22]

3
At = 2 sin 9

c

ey

where r is the radius of the head and c the speed of sound. For
an approximate radius of » = 8.5 cm and ¢ = 340 m/s, the ITD
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Fig. 1. Coordinate system and signal naming.

lies in the range —750 us < At < +750 ps. The interaural level
difference in dB is given by the level differences of the signals
arriving at the left and right ear

AFE =10-logy, <%> 2)

K

with E|,. being the energy of the right and left signal x; (),
respectively. As a simple rule-of-thumb, the ITD is relevant for
frequencies below and the ILD for frequencies above 1.5 kHz,
cf. [8].

For situations with only one dominant source, a straightfor-
ward method for estimating the ITD is to calculate the cross-cor-
relation and to measure the time lag of the maximum [23]; an
overview on such time delay estimation techniques can be found
in [24]. The ILD can simply be calculated by the energy ratio
as in (2). However, for multiple sources or reverberant environ-
ments, both measures become unreliable, cf. [25].

A promising procedure to improve the estimation robustness
for both, ITD and ILD, has been published in [25], where only
cues are selected where the interaural coherence (IC) is above a
certain threshold. By this procedure, the algorithm tries to esti-
mate only the cues of the direct path (which correspond to the
clean speech or free-field cues). This can be seen as a repli-
cation of the precedence effect in the human auditory system
which mainly relies on the binaural cues of the first wave front
for azimuth localization, cf. [8]. The estimation procedure for
ILD cues will be described shortly in the following. The exten-
sion to ITD estimation is straightforward, the only change is a
replacement of the frame-wise ILD by a frame-wise ITD.

The input signals of both channels are first divided into frames
of 20 ms (320 samples at a sampling rate of 16 kHz) with an
overlap of 319 samples to allow for a detailed and precise anal-
ysis. These frames are then decomposed into 24 critical bands
using a Gammatone cochlear filterbank [26], [27]. The center
frequencies are chosen according to the Glasberg and Moore
model [28].

For each band with subband index p (1 = 1,2,...,24) and
corresponding center frequency f., the estimation is performed
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by means of recursive averaging. The ILD for each frame is
calculated as

E(\
AE(A, p) =10 -logyg (%) 3)

where A\ marks the frame index. The energies of left and right
channel are calculated by the recursive averages

Ful\ ) = a1 - 3w (k) + (1 - an)

“Ef(A =1, p) (4a)
K
Er(hm) = a1+ 3 #2(k) + (1 - ay)
k=1

with K being the number of samples in each frame of 20-ms
duration. The smoothing factor « is determined from the time
constant 7" = 10 ms and sampling frequency f; in Hz as in [25]
1

B T- f s )

oy 4)
Since the per-frame ILD estimate AFE(\, ) gives unreliable
results, especially in reverberant environments, the variance of
the estimate has to be decreased. One very attractive possibility
is to select only cues with an interaural coherence (IC) above a
certain threshold for further evaluation. The IC is estimated by
the normalized cross-correlation given by

Elr(/\7 ,LL)

A p) = 6
T T B o) ©
where Ej,.(A, p) is calculated by
K
Ep(\p) = Z(xl(k) ‘e (k) + (1 —a1) Eir(A =1, p).
k=1
(N

In the following, only cues with an IC above the threshold
Yenr (1) are used:

AEs (A p) = {AEQ, 1) [v(A, 1) > ()} (B)

The choice of (1) has a strong influence on the estima-
tion. If y¢p, (1) is chosen too low, the cue selection process will
be rendered inefficient as no significant reduction in variance
can be achieved. On the other hand, if y¢n () is chosen too
high, the reliability of the selection will be decreased as just
very few signal frames will be considered for the determination
of AFE.1 (A, ). In terms of reverberant signals, the necessity for
different thresholds per frequency band is motivated by the high
frequency-dependence of the reverberation tail, cf. [29]. For the
sake of brevity, we omit the index y for the threshold in the fol-
lowing. In [25], a fixed threshold was given depending on the
center frequency f. of the frequency band:

* f.=500Hz = vy = 0.95;

* fo=2000 Hz = vy = 0.99.

However, the optimum threshold is not only depending on
the center frequency but also on the azimuth angle of the source
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Fig. 2. ILD estimation: normalized histograms of different cue selection pro-
cedures for a speech source from two different azimuth angles (without and
with cue selection and three different thresholds «5, at center frequency f. =
2584 Hz). The signals are generated using BRIRs of a stairway hall having an
average reverberation time of T5o = 0.69 s.

signal. In Fig. 2, the normalized histograms of the cue selec-
tion according to (8) are depicted for a center frequency of
fe = 2584 Hz (corresponds to subband i = 17) and for the two
azimuth angles § = 0° and § = 30°. The reverberant speech is
generated using eight speech files from the NTT database [30]
convolved with binaural room impulse responses (BRIR) mea-
sured with a dummy head in a stairway hall (see the Appendix).
The vertical lines mark the correct values for this frequency
band in terms of the anechoic cues. These have been derived
by convolving the same source signal with the (manually seg-
mented) direct path of the corresponding BRIR.

For an azimuth angle of § = 0°, the optimum result, cal-
culated from the direct speech signals, for the ILD estimation
would be 0 dB while it would be —2.78 dB for # = 30°. The es-
timated ILD is shown for four different cue selection conditions:

* without any selection of cues (y¢n, = 0);

* with v,y = 0.95;

e with yp, = 0.97;

e with Ythr = 0.99.

It can be seen that for an angle of # = 0°, the results do not
differ significantly between the cue selection strategies. Since
Yenr = 0.99 leads to the smallest variance in the estimation,
it would be the threshold of choice for this case. However, the
situation changes for an angle of # = 30° where the vari-
ance without any selection procedure is quite large and even a
threshold of v, = 0.95 does not lead to a substantial decrease
in variance. A threshold of v, = 0.99 on the other hand leads
to another issue: the mean of the histogram deviates from the
correct value. The reason for this direction-dependent behavior
lies in the strong variation of the direct-to-reverberant energy
ratio (DRR) for different azimuth angles as depicted in Fig. 3.
A decrease in DRR leads to a stronger impact of diffuse com-
ponents on the estimation of ILD and ITD.
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Fig. 3. Direct-to-reverberant energy ratio (DRR) measured in a stairway hall
(T60 = 0.69 s) at different azimuth angles in the presence of a dummy head.

To allow for a threshold that is better suited to all frequency
bands and azimuth angles, we propose an adaptive procedure
that makes use of the signal statistics for the determination of
Yene(p¢) from (A, ). The threshold is calculated as the 90th
percentile of all individual values (A, it). This procedure guar-
antees that the ILD is always estimated from the most reliable
values (i.e., the 10% of all individual values with the highest
IC) for AFg;(\) while ensuring that single outliers never get
too much weight in the calculation. For the cases that are de-
picted in Fig. 2, this procedure leads to a threshold 7y, = 0.99
for # = 0° and ¢y, = 0.98 for § = 30°. Similar properties can
be observed for the other subbands .

The improved estimator ensures a significant reduction in
variance for the ILD estimate leading to more reliable results
in accordance with the precedence effect in the human auditory
system. Hence, it will now be used to investigate the influence
of a bilateral dereverberation on the binaural cues.

B. Influence of Bilateral Dereverberation

In this subsection, we investigate the influence of bilateral,
i.e., independent dereverberation on the binaural cues. The ob-
jective of any enhancement algorithm with respect to the bin-
aural cues should be to preserve the absolute mean values while
ensuring very low fluctuations from frame to frame. The min-
imum audible changes for ILD (0.5 dB) and ITD (10 ps) should
not be exceeded, cf. [22]. Several studies have shown that the
human auditory system is capable of relearning the spatial in-
formation when receiving altered binaural cues. However, since
the adaptation typically takes a week or more, an adjustment to
rapid changes is impossible [13], [31]. Exemplarily, we restrict
the analysis to changes of ILD. An extension to ITD can be done
by switching to an ITD estimator instead of the ILD estimator.

The basis for this investigation lies in the observation that
the DRR is highly dependent on the azimuth angle as shown in
Fig. 3. To quantify the impact of independent dereverberation
of both channels on the binaural cues, three dereverberation
algorithms will be used for an independent single-channel
enhancement. The first dereverberation algorithm (Spatiotem-
poral avg.) averages the linear prediction residual signal
between consecutive cycles of opening and closing of the
glottis (larynx cycle) while excluding the segments around the
glottal closure instances [32]. This reduces unwanted peaks
in the residual signal which are caused by reverberation. The
second algorithm is our previous proposal of the postfilter
known from code excited linear prediction (CELP) speech
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Fig. 4. Differences in ILD estimation compared to reverberant speech
(stairway hall, Tso = 0.69 s) in dB. The results are equally weighted for all
frequency bands above 1.5 kHz.

coding for dereverberation [33]. The third algorithm is based on
a spectral subtraction technique to remove the late reverberant
components of the degraded input signal [18].

The influence on the binaural cues will be investigated as fol-
lows. From the dual-channel input signals, the binaural cues
are estimated before processing. Afterwards, a bilateral dere-
verberation (independently without any data-link between left
and right processing module or synchronization) is performed
with the described algorithms. Finally, the binaural cues are es-
timated again and compared to the cues before processing. For
all binaural cue estimation tasks, the cue selection procedure of
(8) is used with an adaptive threshold. The evaluation is carried
out with speech files from the NTT database that are convolved
with BRIRs measured in a stairway hall at different azimuth an-
gles, all in the presence of a dummy head.

The investigation focuses on frame-by-frame fluctuations of
the ILD cues, which is an important issue since most algorithms
perform enhancement of short speech frames which causes a
different degree of enhancement per frame. Therefore, we cal-
culate the ILD framewise for each of the 24 frequency-bands
over all frames to measure the variance in ILD estimation. Fi-
nally, the results are averaged over all bands above 1.5 kHz.

The results for three different azimuth angles are depicted in
Fig. 4. The boxes represent the variance from the mean value
(horizontal line inside the box) and the end of the whiskers rep-
resent minimum and maximum of the ILD difference compared
to the reverberant speech. The corresponding dereverberation
performance is listed in Table I (see the experiment Section V
for a detailed description of the SRMR measure). It can be seen
from Fig. 4 that all tested algorithms cause high variations in the
binaural cues as shown exemplarily here for the ILD and hence,
influence the source localization.

All algorithms show the lowest influence for the frontal di-
rection (0°) and distort the cues especially for sources from
aside. The most significant increase in ILD fluctuations occurs
for the spatiotemporal avg. algorithm. Even though the CELP
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Fig. 5. Schematic diagram of the proposed two-stage binaural cue preserving dereverberation algorithm.

TABLE I
DEREVERBERATION PERFORMANCE IN TERMS OF SRMR IMPROVEMENT,
AVERAGED OVER LEFT AND RIGHT CHANNEL. PLUS INDICATES IMPROVEMENT

0° 30° 60°
CELP Postfilter [33] +0.38 +0.32 +0.37
Spatiotemporal Avg. [32] | +0.69 +0.63 +0.49
Spectral Subtraction [18] +1.38 +1.39 +1.60

postfilter leads to the smallest variations among the tested ap-
proaches, moderate changes in ILD are still audible, even for
frontal sources.

In terms of the dereverberation performance (see Table I),
the spectral subtraction technique shows the highest amount
of reverberation reduction and is further used in our two-stage
dereverberation system in a binaural configuration (see
Section III-B).

Since all algorithms exhibit changes in binaural ILD cues that
are mostly above the minimum audible difference, we can con-
clude that bilateral dereverberation has a clearly perceivable in-
fluence on the source localization. A listening test with 17 par-
ticipants confirmed this assumption and also assessed the overall
quality of the different dereverberation schemes as shown later
in Section V-B. It has to be mentioned that the spectral subtrac-
tion is performed in the frequency domain where the phase of
the input signal is kept. Hence, no modification of the ITD cue
results for this specific algorithm.

In order to ensure unaffected source localization, it is impor-
tant to preserve the binaural cues to a certain extent. A preserva-
tion of the binaural cues can be ensured basically in two different
ways. A first method would be to reconstruct the binaural cues
after the processing using a binaural postfilter. Another method,
which is considered here, is to incorporate the cue preservation
into the processing algorithm. An overview about binaural re-
production suitable for the application to blind source separa-
tion (BSS) can be found in [34]. The problem of binaural cue
preservation in the context of binaural artificial bandwidth ex-
tension (BWE) has been addressed, e.g., in [35].

III. BINAURAL CUE PRESERVING DEREVERBERATION

A. Binaural Dereverberation Concept

The proposed model-based dereverberation concept consists
of two independent components as depicted in Fig. 5. The con-
sidered algorithms are realized by short-term spectral weighting
using the weighted overlap—add method [36]. For the transfor-
mation into the frequency domain, the disturbed input signals
x| (k) are first segmented into overlapping frames of length L.
After windowing (e.g., applying a Hann window), these frames
are transformed via fast Fourier transform (FFT) of length M
into the short-term spectral domain. At discrete frequency bins
11, the distorted signals for right and left channel are X | ,.(A, p1).
The enhanced spectra S, |»(A, 1) can be obtained by multiplying
the coefficients X;| (A, 1) with the weighting gains Giage (A, 1)
and Geon(A, p) of the two stages. The enhanced time domain
signals 3;|,.(k) are obtained by using the inverse fast Fourier
transform (IFFT) and overlap-add.

Applying different weighting gains to each channel can cause
unwanted modifications in the spatial impression as described
in Section II-B and the listening test in Section V-B. Therefore,
the same weighting gains are applied to each channel and hence,
the ILD is unaffected. In order to ensure an unaffected interaural
phase difference (which is used by the human auditory system
for the determination of the ITD), the phase of the disturbed
input signals is kept. Additionally, each channel shows the same
algorithmic delay. This concept is also used in binaural noise
reduction algorithms, cf. [12], [15], [17].

In the following, the calculation of the weighting gains is de-
rived successively. The cascade of the two stages is mainly moti-
vated by the fact that each stage requires different properties for
the input signal in terms of the DRR. The first stage comprises an
estimation of the late reverberant energy, where the underlying
statistical model of the RIR requires a low DRR [18]. After the
first processing step, the DRR increases since late reverberation
is attenuated while keeping the direct and early speech compo-
nent unaffected. This first stage does not influence the coher-
ence between both channels since the same spectral weights are
applied to both channels. The second stage estimates the (di-
rect) speech power spectral density (PSD), which requires a high
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DRR in order to reduce estimation errors. Thus, it is beneficial
to increase the DRR in a previous step. Since the second stage
attenuates all non-coherent parts, and hence early and late rever-
beration, a great DRR increase can be expected as well. Conse-
quently, a reversed order of the two stages would be less effec-
tive, as also confirmed by our experiments.

B. Stage I: Dereverberation Based on a Statistical Model of
Late Reverberation

An efficient dereverberation algorithm based on a statistical
model of late reverberation has been proposed first in [1] and
was later refined in [18]. The basic idea is to estimate the vari-
ance of the late reverberant speech components and to formulate
a weighting rule that aims to suppress late reverberant compo-
nents while leaving the direct path and early reflections unal-
tered. This subsection describes the original single-channel al-
gorithm and discusses the extension to binaural outputs.

A representation of a room impulse response h(k) of length
T, (in s) can be divided into its direct and early as well as its
late components by

0, fork <0
hearty (k), for0 <k <T;-fs
hlate(k)7 for Tl : fs S k S Tr . fs

h(k) = ©)

where hearly (k) refers to the direct and early path, hiae(k) to
the late path, and T; marks the time span after which the late
reverberation begins. The range of T; usually lies in the range
of 50-100 ms, cf. [37].

The reverberant signal z(k) can now be decomposed into
its early and late reverberant speech components eariy (k) and
$1ate(k> by

T fs—1 To fs
a(k)= Y s(k—n)h(n)+ Y s(k—n)h(n)
N n=0 B n=T; fs
Fearty (F) Trare (k)

(10)

where the corresponding DFT spectra are named Xeariy (A, 14)
and Xjate(A, 1), respectively.

An estimate for the variances of the late reverberant speech
can be obtained by means of a simple statistical model for the
room impulse response (RIR) [18]

iLl te(k) = {n(k) eipkfsil» fork >0
e 0, otherwise

(11)

where n(k) is a sequence of i.i.d. random variables with zero
mean and normal distribution. The decay rate p is linked to the
reverberation time Tgy by

_ 3In(10)

= (12)
r Tso

Based on (11) it can be shown that the late reverberant compo-
nent Ziate (k) (or Xiate(A, 1)) can be modeled as an uncorrelated
noise process [18]. It has to be mentioned that this model is valid
only when the direct path energy is smaller than the energy of
all reflections (low DRR), cf. [3].
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An estimator for the variance of the late reverberant speech
is given by

o2 ()= e g2(A = Ny, )

Tlate

13)

with the variance o2(\, p1) of the reverberant speech and N; the
number of frames corresponding to T;. In order to estimate the
a posteriori signal-to-interference ratio (SIR)
_XO)P
Frase (A 11)

the spectral variance of the reverberant speech is calculated by
recursive averaging

n(As 1) (14)

ag

oz(/\,u) = -02()\ —1Lu)+(1—as)- |X()\7/L)|2 (15)

with a smoothing factor 0 < ay < 1. The weights for the
suppression of the late reverberant components are calculated
by the spectral magnitude subtraction rule

1

/
la c()‘vljf) =1-—F—
' n(A, 1)
Ghate s

Additionally, a lower bound G5 is applied to all weighting
gains to counter overestimation of 02 (X, ).

Robust estimation of the reverberation time T is quite chal-
lenging and not considered in this paper, cf. [38]. Here, we use
a Tgp estimate obtained directly from the RIR by applying the
Schroeder integral [39].

In the next step, the presented single-channel algorithm is ex-
tended into a binaural-input binaural-output algorithm. A delay-
and-sum beamformer (DSB) is used to generate a reference
signal which has the advantage of a low computational com-
plexity. The reference signal is calculated from the average of
both time-aligned signals according to

(16)

Xethp) = 3 - (X[ + X[ ). (D)
The estimation of the time delays in the beamformer is per-
formed by means of the generalized cross-correlation with
phase transform (GCC-PHAT) as described in [40]. From this
reference signal, the spectral variance of the late reverberations
as well as the weighting gains G7_, (A, 1) are computed by the
previously described spectral subtraction rule.

It has to be mentioned that the use of the DSB itself per-
forms already a reduction of reverberation. Therefore, the re-
sulting reverberation time and hence, the estimated variance of
the late reverberations is only an approximation of the estimates
directly from the input signals. Since the DSB provides only a
small amount of reverberation reduction and as a small varia-
tion in the estimated reverberation time is not critical [4], this
approximation is still feasible. For reducing the amount of mu-
sical tones of the spectral subtraction approach of (16), spec-
tral smoothing of the magnitudes G, (A, n) is performed [19].
The main idea is to reduce the annoying musical tones espe-
cially in low signal-to-interference ratio (SIR) regions requiring
a reliable and robust detector. In order to obtain a good indi-
cation whether a frame contains speech or not, the power ratio
between the enhanced reference signal X,ef(A, p1) - G0 (A, )
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and the reference signal X,.¢(A, u1) is calculated for each frame
A as follows:

M-1
Z |Giatc(/\7 N) : chf()\, ,LL)|2
() =12 (18)

Z |Xref<)‘7 /1’) |2
n=0

If the frame mainly contains anechoic speech (high SIR), the
power of the processed frame is equal or only slightly lower
to the power of the input frame, i.e., ((\) =~ 1. By contrast,
the speech enhancement system is supposed to strongly atten-
uate the input signal in low SIR conditions, resulting in a power
ratio (\) ~ 0. Based on (), the magnitudes of the weighting
gains G, (A, p) of frame ) are adaptively smoothed over fre-
quency f using a moving average window. The odd window
length N(A) is set to

1, if ((A) > Ginr(A)
Ns()\):{g.round[@_@) .\I/]-}-l, lelse. }

Cnr

19)
In order to detect only low SIR regions, a threshold (i, is re-
quired that controls the trade-off between speech distortions and
musical noise reduction. The term 1 — (¢(A)/(ine) provides a
soft-decision that states the reliability of the low SIR detection.
The function round] - ] rounds the element to the nearest integer
and W is a scaling factor that determines the maximum degree
of smoothing. Equation (19) ensures that the more reliable a
low SIR frame was detected, the longer the window length re-
sulting in stronger smoothing of the weighting gains. Applying
a moving average window of length N,()\) is equivalent to a
linear filtering with the impulse response H (A, 1) as follows:

if 1 < Noy(N)

(20)
else

1
- {5

0,
where i € {0,1,..., M —1}. Within the smoothing procedure,
the weighting gain magnitudes are convoluted over frequency p
by the low-pass filter H,(\, 1) in every frame A

Ghate(As 1) = Glage(A, 1) * Hs (A, ). 1)

Finally, the smoothed weighting gains Gt (A, 1) are applied
to the disturbed input spectra by

(22a)

§l<)‘7 /1’) = Xl(/\7 N) . Glate()\7 /1’)
S (22b)

r()‘7 /1’) = XT()‘7 :u’) ' Glatc(/\7 u)

C. Stage II: Dereverberation Based on Sound Field Coherence

The motivation for a second processing step is that the spec-
tral subtraction rule described in the previous Section III-B aims
at reducing late reverberation only and hence, residual reverber-
ation remains. The subsequent coherence-based dereverberation
algorithm exploits the low coherence of the sound field between
different microphones to estimate the (direct) speech PSD and to
remove all non-coherent signal parts while keeping the coherent
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parts unaffected. Since only the direct speech shows a high co-
herence among sensors as shown later, this approach also re-
duces early reverberation. A further advantage is that no estima-
tion of room acoustic parameters (e.g., Tgo) is required and that
a priori information about the sound field can significantly im-
prove the effectiveness of the algorithm. For the sake of clarity,
we first describe the background of the method in terms of two
general microphone signals x1)2(k). When it comes to the ap-
plication in the two-stage system, all calculations are performed
on the pre-dereverberated signal spectra S, |r(A ).

For the derivation of this method, it is assumed that the
source—microphone distance is smaller than the critical dis-
tance. Therefore, the speech signals captured by the two
microphones 1|2(k) are mutually correlated, i.e., the magni-
tude squared coherence (MSC) between the two microphone
signals is close to one. This assumption can be fulfilled mostly
for hearing devices and close-talking telephone devices.

The coherence between the two signals x1)5(k) is defined as

s, (ejQ)
\/cbzlzl (ejQ) : (I)le“z (ejQ)

where @, ., (e’}) and ®,,.,(e’*?) represent the auto-power
spectral densities (APSD) of 1 (k) and x:2(k), respectively. The
cross-power spectral density (CPSD) between z1 (k) and 2 (k)
is denoted by @, ., (e’?). The frequently used term magnitude
squared coherence (MSC) is referred to the square of (23).

The coherence between two microphones of an ideal spheri-
cally isotropic (diffuse) sound field can be expressed as [37]

27demic>

c

Tz () = (23)

Fg,‘ilfz)(f) = sinc < (24)
with distance dy,;c between two omnidirectional microphones
with a line-of-sight and f denoting the frequency. The sound
field in a reverberant room can be approximated by a diffuse
sound field, cf. [37]. This has been shown in experiments with
a dummy head in reverberant rooms, e.g., in [29].

In contrast to the decomposition of the reverberant signal in
(10), we will now consider a division into its direct components
(<2 ms) and reverberant components (>2 ms). For the sake of
simplicity, we will give the decomposition for the monaural case
only, as an extension for each of the binaural channels can be
performed in the same manner. The decomposed input signal
x(k) can be expressed by

Tafs—1 Trfs
N n=0 n=T4fs
Tdirect (k) mrev:rrb(k)

(25)

where the time span of the direct sound (including sound propa-
gation) is given by T';. Since we assume a high portion of direct
sound, we can simply determine T'; by the global maximum of
the RIR plus a few reflections (here: 2 ms).

While in Section III-B the early speech component Zeariy (k)
was the target signal, now the direct speech component
Zairect (k) 18 the target signal.
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Fig. 6. MSC of direct and reverberant speech (without head). Theo-
retical curves (solid) and measured curves (dashed) for the parameters:
dmic = 0.17 m, Tso =0.72s.

Let us now regard the MSC of direct and reverberant speech
as illustrated in Fig. 6, where the curves have been generated as
follows. First, two measured room impulse responses (without
dummy head) have been decomposed into direct and rever-
berant components. Afterwards, speech data of 8-s duration
from the NTT database has been convolved with each of the
RIRs resulting in separate direct and reverberant signals for
each channel. Finally, the MSC between the two channels (left
and right) has been calculated for both direct and reverberant
speech using the Welch periodogram approach [41] and is
plotted in the range 14 kHz.

The upper dashed line in Fig. 6 shows the MSC of the
direct speech component (I'Z direet 2 (§2))  while  the
lower dashed curve shows the MSC of the reverberant speech
component (I'Z _,(£2)). The solid lines give the cor-
responding theoretical coherence function. As a high amount of
direct speech is assumed, the theoretical coherence for the di-
rect speech is one for all frequencies. The lower solid line gives
the theoretical curve for an ideal diffuse sound field according
to (24). As seen from the figure, the assumptions having made
about the coherence of direct and reverberant speech are valid.
Since the reverberant components received by the microphones
can be represented by two additive, uncorrelated noise sources,
the terms noise and reverberant components are used inter-
changeably in the following. As a further remark, the first stage
of our dereverberation system does not cause any influence on
the coherence when using 3; | ,.(k) for the calculation. Applying
identical linear filtering to both channels does not alter the
coherence.
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Having described the basic idea of the coherence-based
dereverberation algorithm, we will now derive a dual-channel
Wiener filter which takes these considerations into account, and
use the notation according to Fig. 5. A common framework for
speech enhancement is based on the optimal minimum mean
square error (MMSE) criterion, cf. [42]. It turns out that the
optimal weighting gains are given by the Wiener solution

Das(A, 1)
PDys(A 1) + Prn (A, 1)

where @4 (\, 1) denotes the APSD of the original (undisturbed)
signal and ®,,,,(\, 1) the APSD of the additive noise compo-
nent. As discussed previously, the term ®,,,, (], ) is referred to
the APSD of the reverberant component.

For calculating the optimal postfilter coefficients in multi-
channel systems, several approaches have been presented in the
past. They all have in common that the estimation procedure is
optimized for a specific sound field model. A well-known tech-
nique by Zelinski assumes a perfectly incoherent sound field
and hence, uncorrelated noise at different sensors [43]. Since
this assumption does not hold in real sound fields, an improved
approach was presented by McCowan in [44] who proposed to
use a model of the coherence for spherically isotropic (diffuse)
sound field.

First, a brief derivation of this algorithm will be given
and second, the estimation of the required power spectra is
discussed. Assuming the same noise power spectrum across
sensors as well as time-aligned signals, the power spectra reads

Gcoh(/\7 M) = (26)

(bg,‘é,‘(/\7 ,LL) = (pss()‘ /1,) + q)nn()‘/ /1') (27)
(I)Elil()\a,u/) = (I)ss()\-,y' + (I)'nn()\/'l') (28)
q)gtgr(/\7 ) = CDSS()‘*, + Fglgr (Q> (I)nn()‘, H)- (29)

An estimate of the original (undistorted) signal APSD is cal-
culated by (30), shown at the bottom of the page, [44] where
the hat-operator {*} indicates an estimate as shown later. The
function Re{ - } returns the real part of its argument. Since the
estimate of the signal APSD may not be negative or singular,
a maximum threshold I, for the coherence function has to
be applied to ensure that 1 — Re{T'5,5, ()} > 0 holds for the
denominator. The resulting spectral weights of the Wiener filter
can now be calculated by

d.(N, 1)

; ~ A - . 3D
3 (‘Pézgl()w 1) + ‘I’érér()v/i))

Gcoh()H N) =

The spectral weights are further confined by a lower threshold
G°°l for robustness against overestimation errors and to control

min

. Re{®s,5, (A 1)} — 3Re{T5,5, ()} (‘I’ 5 (A ) + ‘i’Mr(/\,u))

(I)ss(/\7 M) =

N

(30)

1 —Re{l's,5,(92)}



1740

the amount by which reverberation is attenuated. The spectral
weights are applied to each of the two channels by

(32a)

31(/\7#/) = S’l()\ ) Gcoh()‘ )
s S (32b)

r(/\ ) Gcoh(/\ /1’)

The calculation of the weighting gains Gcon (A, pt) comprises
an estimation of the APSDs @33, (A, ), @3, 5, (A, ) and CPSD
;5. (A, ) of the two time-aligned input channels. This is per-
formed by means of an recursive periodogram approach ac-
cording to

D5,5,0505, (M 1) = 3Py 5,055, (A — 1, )
+ (1= a3)[Sy (A )P
g5, (A 1) = as®ss, (A =1, 1)
+ (1= ag)Si(A\, ) - S5 (A, )

(33)

(34)

with smoothing factor 0 < a3 < 1.

As mentioned before, the derivation of this dual-channel
Wiener filter assumes time-aligned signals at both sensors. The
weighting gains Gcon(A, 1) are calculated on the time-aligned
signals (again, using GCC-PHAT for time delay estimation)
and applied to the non time-aligned spectra S, |r(A, ). By this,
we ensure that the algorithm works effectively for different
azimuth angles as shown later. Since the maximum time differ-
ence between the right and left channel is limited by the head
geometry (see (1)), the maximum ITD range of 750 pu s is
small compared to a typical frame length of 10-30 ms. For the
sake of brevity, we omitted an extra index for the time-aligned
signals.

The crucial point is now to select a suitable model for the
sound field coherence in (30). For an ideal diffuse sound field
with a line-of-sight between two microphones, the optimal so-
lution is the model in (24). However, when it comes to bin-
aural signal processing where no line-of-sight between the mi-
crophones can be assumed, this model is not appropriate. Since
the head-shadowing has a severe impact on the coherence, we
propose to use the coherence model for a binaural sound field
as described in the following Section I'V.

IV. BINAURAL COHERENCE MODEL

Itis well-known that the coherence between two microphones
changes [compared to (24)] when an object is in the line-of-
sight. This has been shown theoretically and in experiments
on measured data with a dummy head in a crowded cafeteria
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Fig.7. Simplified geometrical model of the human head. (a) Head with the two
plates. (b) Geometrical model.

in [45]. Investigations in reverberant rooms have recently been
published in [29].

This section describes an improved coherence model for a
diffuse sound field compared to (24) which takes the shadowing
effect of the head into account. The resulting model is then used
in the coherence-based dereverberation algorithm (30). In order
to describe the complex geometry of the human head, a simpli-
fied configuration with two circular plates (P, and P,) as de-
picted in Fig. 7 will be assumed in the following [45], [46]. The
corresponding coherence of the sound field can now be calcu-
lated by integration over all azimuth and elevation angles (6, ¢)
according to (35), shown at the bottom of the page.

Here, { - }* denotes the complex conjugate and H; and H,
represent the transfer functions between a punctual sound
source at the position r, and the two microphones M; and
M,.. Tt is also assumed that the distance of the sound source
is large compared to the microphone distance (far-field as-
sumption). A solution of this equation invokes the use of the
Helmbholtz—Kirchhoff Integral theorem and is described in
greater detail in [45]. Since this requires the calculation of
the integrals over every angle § and ¢, a simple curve-fitting
is proposed as an efficient alternative. Based on the sum of
Gaussians, an approximation of the sound field coherence can

be expressed by
P 2
):Zap-exp —<—f_bp> (36)
p=1 “p

with coefficients ay, by, c,, and the model order P. Since a nat-
ural ear spacing of dy,;c = 0.15—0.17 m is assumed, this coher-
ence function needs to be evaluated only once. The coefficients

F(head)

ZTiTr

»=06=0

2T w
[ [ Hi(f,0,0)H:(f,0,¢)sinb0d0dy

F(hcad) (f) —

(35)

e 2w w

27w ™

J JHi(f,8,¢)>sin0dbde [ [|H.(f,0,¢)]?sinfd0de
00 00
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TABLE II
COEFFICIENTS OF THE BINAURAL COHERENCE MODEL FOR dp,ic = 0.17 m
USING A NONLINEAR LEAST-SQUARES FITTING

P | ap bp Cp

1|1 18.97 291.1
2 | 145-1073 875.2 105.7
3] 238-107% 1371 1515

= Theory without head (24)

=1 =1 Theory with head (36)
0.8 '+ Measure without head 5

= = = Measure with head
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Fig. 8. Magnitude squared coherence of ideal diffuse sound field and shad-
owing influence. Plotted are the theoretical curves and results from measure-
ments in a reverberant environment (Tsqg = 0.72 s).

for dpmic = 0.17 m and a mixture of P = 3 Gaussians are cal-
culated using the MATLAB Curve Fitting Toolbox and listed in
Table II. The root mean squared error (RMSE) between the so-
lution of (35) and the approximation (36) is 2.4 - 10~2 in the
frequency range 1-48000 Hz.

Fig. 8 shows the corresponding curves for two microphones
at a distance of dpn;c = 0.17 m. The functions are plotted as
the squared magnitudes of the coherence function Pi,z,(Q)
bounded above 0.99. The theoretical curves represent the ideal
diffuse sound field without head (24) and the sound field with
head shadowing (36). The measured curves have been obtained
by a set of measured binaural room impulse responses of a lec-
ture room, with and without a dummy head. We conclude that
the proposed coherence model greatly matches the measured
data and is appropriate for binaural dereverberation.

It could be assumed that the influence of the head can be
modeled by scaling d,,;. of the ideal diffuse coherence in (24).
However, it turned out in several experiments that this does not
lead to a sufficient solution compared to the model of (36).

V. EXPERIMENTS

In order to evaluate the performance of the discussed dere-
verberation concept, experiments with three different binaural
room impulse responses from the Aachen Impulse Response
(AIR) database [29] were carried out. The degraded speech files
are generated using eight anechoic speech files (four female and
four male speakers) from the NTT database each convolved with
the different BRIRs.

For an objective evaluation, the non-intrusive measurement
based on the speech to reverberation modulation energy ratio
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TABLE III
MAIN SIMULATION PARAMETERS

Parameter
Sampling frequency
Frame length

FFT length

Frame overlap
Smoothing factors

Settings

fs = 16kHz

L = 256

M = 256

50% (Hann window)
a2 =0.9,a3 =0.8

Coherence threshold Tmax = 0.99

Gain factor thresholds Gl — Geoh = 0.3
Late reverberant time span T, =0.1s

Gain smoothing threshold Cthr =04

Gain smoothing scaling factor | W = 25

(SRMR) is employed [47]. Furthermore, the Bark spectral dis-
tortion (BSD) is used as a perceptually motivated spectral dis-
tance measure [48]. The reference signal for the BSD is the di-
rect path signal [see (25)]. All signal levels are normalized to
—26 dBov using the ITU-T Rec. P.56 speech voltmeter [49].
Silence periods have been removed before evaluation using the
voice activity detector (VAD) of the AMR-WB speech codec
[50]. Further simulation parameters are listed in Table III.

Section V-A gives the evaluation results for the proposes
two-stage system as well as an independent analysis of both
stages. In a listening experiment related to the discussions in
Section II-B, we show how bilateral dereverberation influ-
ences the perceived spatial impression compared to binaural
dereverberation.

For the experiments, we use the weighting gains of the dual-
channel algorithm by Allen et al. [51] as a reference. This al-
gorithm is related to the aforementioned Wiener filter (Stage
II) since it uses directly the estimated coherence. The corre-
sponding gains are calculated by

|(i)Tl7‘r ()‘ /1')|
\/(i)a:la:l ()‘/ ,U,) . i)mrzr ()‘/ ,U,)

Gallen (/\, u) = (37)

and applied to each channel according to the proposed binaural
dereverberation concept. A similar approach using the magni-
tude squared coherence weighting gains has been performed in
[15]. However, our experiments have shown that this exhibits
higher processing artifacts compared to (37). The algorithms in
[16] and [17] cannot be taken into account for a fair comparison
since they perform a directional filtering and different weighting
gains to both channels. Besides that, an extension of the LP
residual enhancement modules in the two-stage algorithms [5],
[6] to a binaural-input binaural-output structure is not straight-
forward and out of the scope of this paper.

A. Binaural Dereverberation Experiments

This subsection gives the results of five different binaural
dereverberation algorithms. The corresponding weighting gains
are calculated as follows.

* Dereverberation based on a statistical model of late rever-

beration (Stage I only) using
1) LATE: the weighting gains of (16) calculated from the
reference signal (17).
* Coherence-based dereverberation (Stage II only) using
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2) COH-ALLEN: the estimated coherence as weighting
gains (37).

3) COH-MCCOWAN: the ideal diffuse sound field model
(24).

4) COH-HEAD: the proposed binaural diffuse sound field
model taking the shadowing effects into account (36).

* Two-stage system (Fig. 5) (Stages I and II) using

5) TWO-STAGE: the proposed two-stage algorithm.

For estimating the reverberation time (required for LATE and
TWO-STAGE), several algorithms exist in the literature. Since
we focus on the application of the technique to binaural pro-
cessing, we simply calculate T directly from the impulse re-
sponse. An overview of blind and semi-blind methods for a di-
rect estimation out of the reverberant speech can be found, e.g.,
in [38].

For each channel (left and right), the measurements are cal-
culated separately and averaged. The ASRMR gives the en-
hancement compared to the reverberant speech, averaged over
all dereverberated files. The BSD score measures the distortion
between the direct speech component and the processed signal.
In case of the stairway hall RIR, all simulation results are aver-
aged over the azimuth angles 0, 15, ..., 90° and are depicted in
Fig. 9.

It turns out that among the compared coherence-based
techniques, the proposed algorithm (COH-HEAD) shows the
highest amount of reverberation reduction in terms of SRMR
improvement. It even outperforms the LATE-algorithm for all
tested scenarios. The BSD improvements are almost equivalent
for all coherence-based techniques, which means that using
the proposed coherence model (COH-HEAD) does not cause
more distortions compared to the COH-ALLEN and COH-MC-
COWAN algorithm. The two-stage system (TWO-STAGE)
further increases the SRMR measure and outperforms all other
algorithms.

This tendency of the objective measurements was verified by
informal listening tests. It could be observed that the LATE algo-
rithm reduces greatly the late reverberant tail but no early rever-
beration. The coherence-based algorithms made the processed
signal to sound more “clear” (reduction in coloration). This ef-
fect was audible in particular for the two-stage system, where
a reduction of both coloration and overlap-masking results in
the best listening comfort without audible distortions among all
tested approaches.

To illustrate the reduction of room reverberation, the spec-
trograms of a clean, reverberant and processed (TWO-STAGE)
speech segment are shown in Fig. 10. It can be seen that the pro-
posed two-stage algorithm is capable of enhancing reverberant
speech. Due to the selected moderate simulation settings, a cer-
tain amount of reverberation still remains. However, a more ag-
gressive setting could further reduce reverberation at the cost of
audible speech distortions.

In a further experiment, we evaluated the need for the time-
alignment used for the coherence-based algorithms (COH-X).
The dereverberation performance was measured in terms of the
SRMR in dependency of the azimuth angle (using the stairway
hall BRIRSs). It was observed, that without the time-alignment, a
sufficient enhancement can only be obtained in the range 0° <
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Fig. 9. Simulation results of the different dereverberation techniques. SRMR
entries (a) give the difference to the reverberant speech, BSD (b) indicates the
spectral distortions between the direct speech signal and the processed signal.
(a) Speech-to-reverberation modulation energy ratio (SRMR). (b) Bark spectral
distortion (BSD). (c) Legend.

6 < 30°. The time-alignment ensures a similar dereverberation
performance over the entire azimuth range.

B. Influence of Bilateral Processing by A Listening Test

The degradation of the binaural cues due to bilateral dere-
verberation (see Section II-B) has also been investigated with
an informal listening experiment. During the test with 17 expe-
rienced listeners, three different signals were presented to the
participants: the reverberant speech, the processed signal using
a binaural dereverberation algorithm (A) and the processed
signal after bilateral dereverberation (B). The test signals (A)
are processed using the binaural algorithm (LATE) as described
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Fig. 10. Spectrograms of (a) clean, (b) reverberant, and (c) processed speech
(TWO-STAGE) using BRIRs of the lecture room. (a) Clean speech. (b) Rever-
berant speech. (c) Processed speech (TWO-STAGE).

in Section III-B without gain smoothing [see Fig. 11(a)]. The
bilateral signals (B) are generated using the same algorithm in
a bilateral configuration, which means that the gains of (16)
are calculated and applied individually to each channel [see
Fig. 11(b)].

Since the other binaural algorithms (COH-X and TWO-
STAGE) all require two input channels, a bilateral processing
is not possible and hence, a comparison to the LATE algorithm
would not be fair.

For each of the sentences, the listeners were asked to judge
the overall speech quality as well as the audible modifications
in the interaural time and level differences (compared to the
provided reverberant speech). The listeners could choose be-
tween “A sounds better than B,” “B sounds better than A,” and
“no preference.” The samples could be played ad libitum before
the probands had to make their judgments. The reverberant sig-
nals are generated using binaural room impulse responses of the
stairway hall at different azimuth angles and distances.

In order to ensure high quality audio and to avoid distortions
due to the headphone, a calibrated HEAD Acoustics PEQ V dig-
ital equalizer in combination with a Sennheiser HD600 head-
phone was used. The test took place in a low-reverberant studio
booth having a high sound isolation of 42 dB.
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?'; Fig. 11. Block diagrams of (a) binaural processing and (b) bilateral processing
&= used to generate the audio files for the listening test. (a) Binaural processing.
(b) Bilateral processing.

TABLE IV
RESULTS OF THE LISTENING TEST

Simulation No Binaural Bilateral
setup preference | dereverberation | dereverberation

Fig. 11(a) Fig. 11(b)
#=0°d=2m 59 % 824 % 11.7 %
0 =60°d=1m 11.7 % 64.8 % 235 %
Average 8.8 % 73.6 % 17.6 %

The results for two different azimuth angles are stated in
Table IV. It can be seen that for both setups most participants
preferred the binaural dereverberation method (A) over the bi-
lateral algorithm (B). This corresponds to the objective evalua-
tion and conclusions of Section II-B.

VI. CONCLUSION

This paper proposed a novel two-stage speech enhance-
ment algorithm for binaural dereverberation which is based
on a model of the room impulse response (RIR) and a model
of the sound field coherence. The algorithm operates in the
frequency domain and consists of two components: The first
stage of the algorithm is based on a statistical model of the
RIR and comprises a spectral subtraction rule which depends
on the variance of the late reverberant speech. It includes a
frequency smoothing process of the spectral gains to reduce
musical tones. In a second stage, the residual reverberation is
attenuated by a dual-channel Wiener filter which is based on
a new coherence model taking into account head shadowing.
The overall binaural input-output structure does not affect the
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TABLE V
PROPERTIES OF THE DIFFERENT ROOMS

Room l T60 [ d LM I 6 I
Office room 0.37s 1m 0° (frontal)
Lecture room | 0.72s | 5.5m 0°
Stairway hall 0.69s 2m 0,15, ..., +90°

most important binaural cues, i.e., interaural time difference
(ITD) and interaural level difference (ILD), and hence, keeps
the localization ability. This was motivated by investigations
how state-of-the art dereverberation algorithms influence the
binaural cues in bilateral processing. In simulations with mea-
sured binaural room impulse responses, the proposed system
achieves a significant reduction of early and late reverberation,
which was confirmed by informal listening tests. A further
enhancement, especially in rooms with moderate reverberation,
could be obtained by means of an adaptive coherence model
based on a measure of the “diffusiveness.”

APPENDIX
AACHEN IMPULSE RESPONSE (AIR) DATABASE

The AIR database! consists of binaural room impulse
responses which have been measured in different realistic
environments [29]. All measurements have been performed
with and without a dummy head (HEAD Acoustics HMS 11.4).
Reverberation times Tgo, loudspeaker-microphone distances
din, and azimuth angles 6 between head and loudspeaker are
as stated in Table V. The binaural room impulse responses
(BRIR) of the stairway hall are normalized for all angles such
that the direct path energy of left and right channel is equal for
6 = 0°.
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