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Abstract
A new two-stage algorithm for binaural dereverberation is
proposed which achieves a joint suppression of early and
late reverberant speech. All needed quantities are esti-
mated blindly from the reverberant speech and no infor-
mation about the acoustical environment such as the rever-
beration time (RT) is required.
The first stage of the algorithm is based on a spectral

subtraction rule which depends on the spectral variance of
the late reverberant speech. The calculation of the spectral
variances of the late reverberant speech requires an esti-
mate of the reverberation time. This is accomplished by
an efficient algorithm which is based on a maximum like-
lihood (ML) estimation. In a second stage, the output is
further enhanced by a multi-channel Wiener filter. This
is derived by a coherence model which takes the shadow-
ing effects of the head into account. The overall binaural
input-output processing does not affect the most important
binaural cues, i.e., the interaural time difference (ITD) and
interaural level difference (ILD). This is important espe-
cially for speech enhancement in hearing aids to preserve
the ability for source localization in the azimuth plane.
Experiments have shown that the new system achieves

a significant reduction of early and late reverberation.

1 Introduction
Room reverberation can lead to a degradation of speech
quality and intelligibility especially for hearing impaired
people. Therefore, it is desirable that modern hearing aids
can reduce the detrimental effects of speech reverberation.
Since a joint suppression of both early and late rever-

beration is quite challenging, several (single- and multi-
channel) two-stage algorithms are proposed in the litera-
ture. The authors in [1] present an inverse filtering algo-
rithm which maximizes the kurtosis of the residual signal
obtained by linear prediction (LP) for the reduction of early
reverberation, followed by a spectral subtraction rule that
reduces long-term reverberation. A similar approach is de-
scribed in [2] where spatiotemporal averaging is combined
with a spectral subtraction algorithm.
The major drawback is that most of these techniques

were developed for systems with a single output channel
given one or possibly multiple input channels. Therefore,
they are only suitable for independent processing, termed
as bilateral. Several studies have shown that such pro-
cessing degrades the ability for sound localization and that
hearing impaired persons localize sounds better without
their independent bilateral hearing aids than with them, cf.,
[3]. This can be explained by the fact that the binaural
cues, which are the basis for human sound localization, are
not preserved. This comprises mostly the interaural level
difference (ILD) and interaural time difference (ITD).
Therefore, it is advantageous to perform binaural in-

stead of bilateral processing, especially as an appropriate
data link between both sides of the hearing aid can be as-

sumed in the future, cf., [4]. In order to preserve the bin-
aural cues and to allow for a “real” binaural processing,
several approaches have been proposed in the past. A com-
prehensive study how binaural noise reduction algorithms
can preserve binaural cues can be found in [3]. A binaural
blind source separation (BSS) strategy is proposed, e.g., in
[5]. The problem in terms of binaural dereverberation is
addressed, e.g., in [6].
In this contribution, a novel blind two-stage binaural

dereverberation system is proposed. All needed quantities
are estimated blindly from the reverberant speech such that
no a priori information about acoustical parameters is re-
quired.

2 Dereverberation System
The proposed dereverberation system is based on [6, 7, 8]
and consists of two independent stages as depicted in
Fig. 1. The considered algorithms are realized by short-
term spectral weighting using the weighted overlap-add
method. For the transformation into the frequency domain,
the disturbed input signals xl|r(k) at sampling frequency
fs are first segmented into overlapping frames (Hann win-
dow, 50% overlap) of length L. After windowing, these
frames are transformed via Fast Fourier Transform (FFT)
of length M into the short-term spectral domain. At dis-
crete frequency bins μ and frame λ , the distorted signals
for right and left channel are Xl|r(λ ,μ). The enhanced
spectra Ŝl|r(λ ,μ) can be obtained by multiplying the co-
efficients Xl|r(λ ,μ) with the weighting gains Glate(λ ,μ)
and Gcoh(λ ,μ) of the two stages. The same weighting
gains are applied to the left and right channel such that
the ILD is unaffected. In order to ensure an unaffected in-
teraural phase difference (which is used by the human au-
ditory system for the determination of the ITD), the phase
of the disturbed input signals is kept. Additionally, each
channel shows the same algorithmic delay. This concept is
also used in binaural noise reduction algorithms, cf., [9].
The enhanced time domain signals ŝl|r(k) are obtained by
an Inverse Fast Fourier Transform (IFFT) followed by an
overlap-add operation. In the following, the calculation of
the spectral weighting gains is described.

2.1 Stage I: Dereverberation Based on a Sta-
tistical Model of Late Reverberation

The first stage of our binaural dereverberation system is
based on the model-based algorithm proposed in [10]. The
basic idea is to estimate the variance of the late reverberant
speech components and to formulate a weighting rule that
aims to suppress late reverberant components while leav-
ing the direct path and early reflections unaltered. In the
presented binaural system, a delay-and-sum beamformer
(two microphones, left and right) is used to generate the
reference signal Xref(λ ,μ) from which the binaural spec-
tral weights are calculated. One crucial aspect of this stage
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Figure 1: Schematic diagram of the proposed two-stage binaural cue preserving dereverberation algorithm.

is a robust estimation of the reverberation time (RT) T60
which is described in Section 2.3.
A reverberant signal x(k) can be decomposed into its

early and late reverberant speech components xearly(k) and
xlate(k) according to

x(k) =
Tlate fs−1

∑
n=0

s(k−n)h(n)
︸ ︷︷ ︸

xearly(k)

+
T fs−1

∑
n=Tlate fs

s(k−n)h(n)

︸ ︷︷ ︸
xlate(k)

, (1)

where Tlate marks the time span after which the late re-
verberation begins and T the total length of the RIR. The
corresponding DFT spectra are marked by Xearly(λ ,μ) and
Xlate(λ ,μ), respectively.
Based on a statistical model of the RIR proposed by

Polack, it can be shown that the late reverberant component
xlate(k) can be modeled as an uncorrelated noise process
[10].
An estimator for the variance of the late reverberant

speech is given by

σ2xlate(λ ,μ) = e−2ρTlate ·σ2x (λ −Nlate,μ), (2)

with spectral variance of the reverberant speech denoted
by σ2x (λ ,μ) and Nlate marks the number of frames corre-
sponding to the time span Tlate. Decay rate ρ and RT T60
are related by

ρ =
3 · ln10
T60

. (3)

In order to estimate the a posteriori signal-to-interference
ratio (SIR)

η(λ ,μ) =
|X(λ ,μ)|2

σ2xlate(λ ,μ)
, (4)

the spectral variance of the reverberant speech is calculated
by recursive averaging

σ2x (λ ,μ) = α1 ·σ2x (λ −1,μ) + (1−α1) · |X(λ ,μ)|2, (5)

with a smoothing factor 0 ≤ α1 ≤ 1. The weights for the
suppression of the late reverberant components are calcu-
lated by the spectral magnitude subtraction rule

G ′
late(λ ,μ) = 1−

1√
η(λ ,μ)

. (6)

Additionally, a lower bound Glatemin is applied to all weight-
ing gains to counter an overestimation of σ2xlate(λ ,μ).
For reducing the amount of musical tones of the spec-

tral subtraction approach of (6), spectral smoothing of the
magnitudes G ′

late(λ ,μ) is performed as proposed in [11].
The main idea is to reduce the annoying musical tones es-
pecially in low signal-to-interference ratio (SIR) regions.
Within the smoothing procedure, the weighting gain mag-
nitudes are convoluted over frequency μ by a lowpass filter
Hs(λ ,μ) in every frame λ :

Glate(λ ,μ) = G ′
late(λ ,μ)∗Hs(λ ,μ). (7)

Finally, the smoothed weighting gains Glate(λ ,μ) are
applied to the disturbed input spectra by

S̃l(λ ,μ) = Xl(λ ,μ) ·Glate(λ ,μ) (8a)

S̃r(λ ,μ) = Xr(λ ,μ) ·Glate(λ ,μ). (8b)

2.2 Stage II: Reduction of Early Reverbera-
tion Exploiting Sound Field Coherence

The motivation for a second processing step is that the
spectral subtraction rule described in the previous subsec-
tion aims at reducing late reverberation only and hence,
residual reverberation remains. The subsequent coherence-
based dereverberation algorithm exploits the low coher-
ence of the reverberant sound field between different mi-
crophones to estimate the (direct) power spectral density
and to remove all non-coherent signal parts while keeping
the coherent parts unaffected. Since only the direct speech
shows a high coherence between both microphones, this
approach also reduces early reverberation. The stage is
based on a Wiener filter where the coefficients are calcu-
lated based on the two input signals of the left and right
channel.
For calculating the Wiener filter coefficients in multi-

channel systems, several approaches have been presented
in the past. They all have in common that the estima-
tion procedure is optimized for a specific model of the
sound field coherence Γxlxr(Ω). A well-known technique
by Zelinski assumes a perfectly incoherent sound field and
hence, uncorrelated noise at different sensors. Since this
assumption does not hold in real sound fields, an improved
approach was presented by McCowan [12] who proposed
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to use a model for the coherence of a spherically isotropic
(diffuse) sound field. Since the head-shadowing has a se-
vere impact on the coherence between the microphone sig-
nals, we use the coherence model for a binaural isotropic
sound field as discussed in [6, 7] in the following.
An estimate of the original (undistorted) speech auto-

power spectral density (APSD) is calculated by the rule of
[12]

Φ̂ss(λ ,μ) =

Re{Φ̂s̃l s̃r(λ ,μ)}−12Re{Γs̃l s̃r(Ω)}
(

Φ̂s̃l s̃l (λ ,μ)+Φ̂s̃r s̃r(λ ,μ)
)

1−Re{Γs̃l s̃r(Ω)}
,

(9)

where the hat-operator {̂·} indicates an estimate as shown
later. The function Re{·} returns the real part of its ar-
gument. Since the estimate of the signal APSD may not
be negative or singular, a maximum threshold Γmax for
the coherence function has to be applied to ensure that
1−Re{Γs̃l s̃r(Ω)} > 0. The coherence function Γs̃l s̃r(Ω)
is derived by an improved model as proposed in [6, 7].
The resulting spectral weights of the Wiener filter can

now be calculated by

Gcoh(λ ,μ) =
Φ̂ss(λ ,μ)

1
2 ·

(
Φ̂s̃l s̃l (λ ,μ) + Φ̂s̃r s̃r(λ ,μ)

) . (10)

The spectral weights are further confined by a lower
threshold Gcohmin for robustness against overestimation er-
rors and to control the amount by which reverberation is
attenuated. The spectral weights are applied to each of the
two channels by

Ŝl(λ ,μ) = S̃l(λ ,μ) ·Gcoh(λ ,μ) (11a)

Ŝr(λ ,μ) = S̃r(λ ,μ) ·Gcoh(λ ,μ). (11b)

The required auto- and cross-power spectral densities
are calculated by a recursive periodogram approach with
smoothing factor α2.

2.3 Blind Reverberation Time Estimation
The estimation of the RT T60 or decay rate ρ , respectively,
is important for the calculation of the spectral variance of
the late reverberant speech according to Eq. (2). This es-
timation is performed by the algorithm proposed in [8].
In contrast to previous approaches for a blind RT esti-
mation based on a maximum likelihood (ML) estimation
[13, 14], this improved algorithm exhibits a significantly
reduced computational complexity and is more suitable to
track time-varying RTs. Such properties are of special im-
portance for an application within hearing aids where only
a very limited computational power is available. In the
following, only the main steps and properties of this al-
gorithm are outlined where a more detailed description is
provided in [8].
The blind RT estimation is performed on the time do-

main signal xref(k) (see Fig. 1). In a first step, this signal is
downsampled by a ratio of five to reduce the computational
burden for estimating the RT. Afterwards, a pre-selection
is performed to detect segments within the reference signal
which possibly contains only sound decay. If such a sound
decay is detected, the RT is estimated by a ML estima-
tion and the obtained value is used to update a histogram
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Figure 2: Tracking performance of the proposed reverber-
ation time estimator (Lecture room, T60 = 0.86s).

determined by the most recent ML estimates. The value
associated with the maximum of this histogram is taken
as estimate for the RT. In order to detect changes of the
RT more rapidly, a second histogram with a lower num-
ber of ML estimates for the RT is also calculated. If the
maximum of this second histogram differs from that of the
first histogram by more than 0.2 s for a certain period, the
first histogram is replaced by the second histogram. The
RT value associated with the maximum of this histogram
is taken as RT estimate. A recursive smoothing is finally
applied to this RT value to reduce the variance for the esti-
mate. The decay rate ρ can be finally obtained by Eq. (3).

2.4 Experiments
The performance of the blind dereverberation system will
be evaluated by some simulation examples. An ane-
choic speech signal of 180s was convolved with three
different binaural room impulse responses from the AIR
database [15]:
• Office : T60 = 0.37s,
• Lecture room : T60 = 0.86s,
• Stairway : T60 = 0.69s.
The single speech file with such long duration was used in
order to take the tracking performance and the adaptation
speed of the RT estimation procedure into account.
In a first experiment, the tracking performance of the

RT estimator is investigated. Figure 2 shows the true
and estimated reverberation time exemplary for the lecture
room. It can be seen that after a short adaptation period,
the estimate converges towards the true RT. Similar results
can be obtained with the other reverberant signals. (The
performance of this RT estimation for time-varying room
impulse responses is analyzed in [8].) In a second exper-
iment, the influence of the blind RT estimator is investi-
gated. The dereverberation is performed with either
• a priori knowledge of the RT or
• blind estimation of the RT.
For an objective evaluation, the non-intrusive measurement
based on the Speech to Reverberation Modulation energy
Ratio (SRMR) is employed [16]. Furthermore, the Bark
Spectral Distortion (BSD) is used as a perceptually moti-
vated spectral distance measure. The reference signal for
the BSD is the direct path signal. All signal levels are nor-
malized to −26dBov using the ITU-T Rec. P.56 speech
voltmeter. Further simulation parameters are listed in Ta-
ble 1.
It can be observed that the blind estimation does not

cause a significant difference in comparison to the algo-
rithm with knowledge about the actual RT. The slightly
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Table 1: Main simulation parameters.
Parameter Setting
Sampling frequency fs = 16kHz
Frame length L= 256
FFT length M = 256
Frame overlap 50% (Hann window)
Smoothing factors α1 = 0.9,α2 = 0.8
Coherence threshold Γmax = 0.99
Gain factor thresholds G latemin = Gcohmin = 0.3
Late reverberant time span Tlate = 0.08s
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Figure 3: Evaluation of the binaural dereverberation al-
gorithm with known and blindly estimated reverberation
time. SRMR entries give the difference to the reverberant
speech and BSD indicates the spectral distortions between
the direct signal and the reverberant/processed signal.

lower value for the SRMR can be explained by the fact
that the RT estimator tends to underestimate the RT which
has no noticeable effect for the speech quality. Informal
listening tests revealed no audible difference. A compar-
ison of the algorithm with known RT to related binaural
dereverberation algorithms can be found in [6].

2.5 Conclusions
This paper proposes a blind two-stage speech enhancement
algorithm for binaural dereverberation which is based on a
model of the room impulse response (RIR) and a model of
the sound field coherence. The required reverberation time
(RT) is estimated blindly by means of a Maximum Like-
lihood (ML) based approach which has a rather low com-
putational complexity. The overall binaural input-output
structure does not affect the most important binaural cues,
i.e., interaural time difference (ITD) and interaural level
difference (ILD), and hence, keeps the localization ability.
In simulations with measured binaural room impulse re-
sponses, the proposed system achieves a significant reduc-
tion of early and late reverberation, which was confirmed
by informal listening tests. An audible difference between
speech signals processed by the systemwith known RT and
estimated RT was not noticeable. In a further step, the al-
gorithm can be extended by a noise reduction module in
order to allow for a joint noise reduction and dereverbera-
tion. Additionally, an adaptive coherence model based on
a measure of the “diffusiveness” can be employed.
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