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ŝm(k) Enhanced signal of microphone m
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1

Introduction

Speech signals captured by the microphones of a speech communication device are
often distorted by interfering noise sources as well as room reverberation. Such degra-
dations may reduce the listening comfort and the speech intelligibility. Commonly,
a reduction of these two types of interferences is regarded independently. For the
reduction of background noise, a large variety of algorithms exists which are already
integrated in applications such as hearing aids and mobile phones. In contrast to
that, the reduction of room reverberation is not tackled by most speech enhancement
systems.

Thus, the target of a future speech enhancement algorithm should be a reduction of
unwanted background noise and room reverberation while ensuring at the same time
that the speech distortions are as low as possible. In the context of portable devices,
the computational complexity and the algorithmic delay is of significant importance.
Moreover, the algorithm should be able to adapt fast to changing acoustic conditions.

The main focus of this thesis is to develop suitable dual-channel speech enhancement
algorithms for the joint reduction of reverberation and background noise designed
and adopted to different applications:

• binaural hearings aids and

• dual-microphone mobile phones,

each with its own specific acoustic conditions.

Novel algorithms are developed and presented which exploit both the noise field co-
herence used by hearing aid applications as well as the Power Level Difference (PLD)
between the two microphone signals in dual-microphone mobile phones. Furthermore,
new and improved algorithms for estimating required acoustic parameters such as the
Reverberation Time (RT) and Direct-to-Reverberation Energy Ratio (DRR) are intro-
duced which are capable of a blind estimation directly from the noisy and reverberant
speech signals.

In a further step it will be shown that the availability of a wireless data-link between
the hearing aids of left and right ear allows for the integration of so-called binaural
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speech enhancement algorithms. By means of an appropriate data exchange, the al-
gorithms can exploit spatial information and, most importantly, preserve the binaural
cues (Interaural Time Difference (ITD), Interaural Level Difference (ILD)) which are
important for sound localization.

This thesis consists of three major parts: acoustics, algorithms, and applications.

In Chapter 2, an elaborate analysis of the acoustic environment which is relevant for
hearing aids and mobile phones is given. All investigations are based on recordings
and measured Room Impulse Responses (RIR) in realistic scenarios. Furthermore,
signal processing models and estimation techniques for various acoustic properties
such as the RT and DRR are derived and discussed. Due to the importance for
the development of hearing aid algorithms in particular, an improved estimation
technique for the binaural cues is presented.

An overview of state-of-the-art algorithms for independent dereverberation and noise
reduction, considering single- and dual-channel algorithms, is given in Chapter 3.
For both application areas, novel and improved algorithms are presented which are
explicitly developed for specific acoustic conditions. In the context of hearing aid
applications, the noise field coherence plays an important role and should be taken
into account. For dual-microphone mobile phones, it is shown how efficient speech
enhancement is possible if the PLD of speech and the interfering sources between the
two microphones is taken into account. In the last part of this chapter, the joint
reduction of background noise and reverberation is tackled by means of an interlaced
combination of different algorithms and estimation techniques.

Chapter 4 shows the effectiveness of the new approaches in the context of three
application scenarios:

• A novel two-stage speech enhancement algorithm for binaural hearing aids is pro-
posed which explicitly preserves the binaural cues and is capable to reduce early
and late reverberation as well as background noise. The basic idea of such a
combination is that Stage I of the algorithm mainly reduces the late reverberant
and background noise components, while a subsequent Wiener filter in Stage II
attenuates all non-coherent signal components including early and residual late
reverberation. Stage II bases on a coherence model of the reverberant sound field
and takes the shadowing effects of the head into account.

This section also comprises strategies how to extend existing single-channel al-
gorithms to two output channels and discusses the influence of bilateral signal
processing, i.e., unsynchronized processing without data exchange on the binaural
cues.

• The second application example considers dual-microphone mobile phones and
presents a novel algorithm which explicitly exploits the special acoustic conditions
where a secondary microphone is placed on the top side of the device. By taking
into account the power level differences of speech, noise and reverberation, an
effective method is proposed which is advantageous compared to state-of-the-art
methods.
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• Along with these two main areas, a case study is presented to show how derever-
beration can be applied to enhance single-channel speech recordings taken in the
German parliament. For this purpose a new psychoacoustically-motivated derever-
beration concept is introduced which is capable to increase the subjective listening
impression significantly.

All algorithms presented in this work are running in real-time on a standard PC
laptop and have been evaluated under realistic acoustic conditions.

Parts of the results of this thesis have been pre-published in the following references:
[JV09b, JSV09, JV09a, JKAO09, JV10, JSEV10, JLV10, JSK+10, SJSV10, LYJV10,
JDV11, JNBV11, JNK+11, JV11, HJN+11, JHN+12, GLJ+12]. These references are
marked by an underlined label, i.e., [ ], throughout the thesis.
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2

Analysis and Models of the

Acoustic Environment

In this chapter, an elaborate analysis of the acoustic environment which is relevant
for (binaural) hearing aids and dual-microphone mobile phones is given. Besides this
investigation, signal processing models and estimation techniques for various acoustic
properties are derived and discussed.

An introduction into relevant acoustic principles and required acoustic parameters
such as the Reverberation Time (RT) and the Direct-to-Reverberation Energy Ratio
(DRR) is given in Sec. 2.1. The analysis in Sec. 2.2 deals with the characterization
of the acoustic environments and is divided into discussions on the acoustic device
as well as investigations on additive background noise and room reverberation. Due
to the particular importance for binaural signal processing, a short review on the
binaural noise field coherence is given. A discussion on efficient algorithms to estimate
important acoustic parameters such as short-term noise field coherence, DRR and RT
is given in Sec. 2.3. This section also presents an efficient algorithm to estimate the
binaural cues as well as a novel noise field classification algorithm.

In this thesis, binaural processing is referred to a dual-channel input and dual-channel
output processing where the left and right microphone signals are available on both
sides. In contrast to that, bilateral processing means that each side (left and right) is
performing an independent processing without data exchange.

2.1 Fundamentals of Acoustics

2.1.1 System Model

In the remainder of this thesis, the following generalized dual-channel signal model is
used. The two microphone signals x1(k) and x2(k) are the inputs of the dual-channel
speech enhancement system and are related to a clean speech signal s(k) and additive
background noise signals nm(k) as shown in Fig. 2.1 (a) with m = 1, 2 and discrete
time index k. The noisy signals are termed xm(k) and the acoustic transfer functions
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between source and microphones are denoted by Hm(ejΩ) in the frequency domain
or hm(k) in the time-domain. The enhanced signals are named ŝm(k).

It is assumed that the noise sources are uncorrelated with the speech signal and
different properties of the correlation of background noise such as incoherent, coherent
or diffuse noise fields are considered.
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n1(k)

x2(k)

x1(k)

s2(k)
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ŝ2(k)

ŝ1(k)

s(k)

H2(e
jΩ)

H1(e
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(a)

θ = −90◦

θ = 0◦

θ = 90◦

θ

s(k)

x1(k) = xl(k)

x2(k) = xr(k)

(b)

Figure 2.1: (a) Generalized dual-channel signal model, (b) coordinate system and notation
for binaural hearing aids.
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Table 2.1: Main simulation parameters.

Parameter Setting

Sampling frequency fs = 16 kHz

Frame length L = 320 (20ms)

FFT length M = 512 (incl. zero-pad.)

Frame overlap 50% (Hann window)

In the special case of binaural hearing aids, the input signals, source direction θ in
the azimuth plane and ear signals xr(k), xl(k) are denoted according to Fig. 2.1 (b).

Throughout this thesis, the processing is carried out with a sampling frequency of
fs = 16 kHz. For every enhancement or estimation algorithm which operates in the
frequency domain, the input signals are first segmented into frames of length L = 320
(20ms) with an overlap of 50%. After windowing (e.g., applying a Hann window)
and zero-padding, these frames are transformed via Fast Fourier Transform (FFT) of
length M = 512 into the short-term spectral domain. The corresponding spectra are
denoted by Xm(λ, μ), where λ marks the frame index and μ the discrete frequency
bin. Since the output of the FFT is half redundant for real-valued input signals,
only the first N = M/2 + 1 = 257 frequency bin are processed. The main simulation
parameters are summarized in Table 2.1. The databases for speech, background noise
and room impulse responses are listed in App. A.1.

For the objective quality evaluations in this thesis, intrusive and non-intrusive in-
strumental measurements are used. Besides the non-intrusive measures, it is required
that direct speech sd(k) and interfering sources nint(k) are available separately, given
by

sd(k) = s(k) ∗ hd(k), (2.1)

nint(k) = s(k) ∗ hrev(k) + n(k), (2.2)

where hd(k) and hrev(k) denote the direct and the reverberation parts (including early
and late reverberant speech) of the Room Impulse Response (RIR), respectively. The
use of the direct speech compared to clean or anechoic speech has the great advantage
that the sound wave propagation time which is inherently included in the RIR does
not need to be compensated before the evaluation. The enhanced signal ŝ(k), filtered
speech s̃d(k) and filtered interfering signals ñint(k) are obtained by applying the
same spectral weighting gains to each of the three individual signals in the frequency
domain as illustrated in Fig. 2.2 [Gus99]. In terms of speech attenuation, Speech to
Reverberation Modulation energy Ratio (SRMR) and Perceptual Evaluation of Speech
Quality (PESQ) score, all signal levels are normalized to −26 dBov using the ITU-T
Rec. P.56 speech voltmeter [ITU93]. Silence periods have been removed using the
Voice Activity Detector (VAD) of the AMR-WB speech codec [3GP04c]. For most
experiments, the first 30 s of all signals have been removed in order to compare the
steady state performance only.
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Figure 2.2: Principle of objective evaluation to determine the filtered speech signal and
interfering sources.

2.1.2 Noise Field Coherence

A well-established measure for describing a key feature of any noise environment is
the complex noise field coherence, which is of special interest for the development and
evaluation of multi-channel speech enhancement algorithms. The complex coherence
between two signals1 xm(k) (m = 1, 2) is defined in the frequency domain as [Kut09]

Γx1x2
(ejΩ) =

Φx1x2
(ejΩ)√

Φx1x1
(ejΩ) · Φx2x2

(ejΩ)
, (2.3)

where Φx1x1
(ejΩ) and Φx2x2

(ejΩ) represent the auto-Power Spectral Density (PSD)

of x1(k) and x2(k) in the Fourier domain. Φx1x2
(ejΩ) represents the cross-PSD

between x1(k) and x2(k). The normalized radian frequency is given by Ω = 2πf/fs
with frequency variable f and sampling frequency fs.

The frequently used term Magnitude Squared Coherence (MSC) is referred to the
squared magnitude of Eq.(2.3) and is given by

Cx1x2
(ejΩ) =

∣∣Γx1x2
(ejΩ)

∣∣2 =

∣∣Φx1x2
(ejΩ)

∣∣2
Φx1x1

(ejΩ) · Φx2x2
(ejΩ)

(2.4)

1For the sake of clarity, the introduction of the coherence function is given with the signals xm(k)
compared to Fig. 2.1 (a). When it comes to the coherence of noise only, the coherence between the
noise sources nm(k) is considered.
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with the property

0 ≤ Cx1x2
(ejΩ) ≤ 1. (2.5)

A value of zero for the MSC appears for an incoherent noise field, e.g., self-noise of
the microphones.

2.1.2.1 Coherence of Important Noise Fields

In a diffuse noise field, an infinite number of point sources are emitting in all direc-
tions simultaneously with equal energy and low spatial correlation. Assuming two
microphones in the far-field and a homogeneous noise field, the spherically isotropic,
diffuse or 3D coherence can be calculated by the integration over all possible directions
of incident of a directional sound source. The corresponding formula reads [Kut09]

Γ(diff)
x1x2

(ejΩ) = sinc (Ωfsdmic/c) (2.6)

with distance dmic between two omnidirectional microphones and sound velocity c,
where a value c = 340m/s is used throughout this thesis.

The first zero-crossing of the sinc-function reads

f0 = c/(2dmic). (2.7)

For a given spacing of 0.15m, which is relevant for hearing aids, this frequency is
f0 = 1.1 kHz. The microphone signals are highly correlated for frequencies below f0
while the correlation is low for frequencies above f0. The corresponding frequency
bin is termed μ0 in the DFT domain. This boundary is important to understand
the performance of coherence-based speech enhancement algorithms, e.g., which ex-
ploit the high coherence of a desired signal and the low coherence of an interference.
For such algorithms, the highest achievable frequency-dependent noise attenuation is
given by [VHH98]

−10 log10
(
Cx1x2

(ejΩ)
)
, (2.8)

e.g., if the background noise MSC has a value of 0.1, a maximum of 10 dB can be
reduced, whereas for an MSC values of 0.8 only approx. 1 dB is the maximum achiev-
able noise attenuation. Thus, a significant noise reduction can only be obtained for
frequencies with relatively low MSC values of the interfering signals.

In the case of a non-uniform distribution of the incident sound waves, the correspond-
ing coherence function is termed cylindrically isotropic or 2D and yields to [Kut09]

Γ(cyl)
x1x2

(ejΩ) = J0 (Ωfsdmic/c) , (2.9)

with the zero-order Bessel function of first kind denoted by J0(·).
When it comes to non-omnidirectional microphone characteristics (e.g., cardioid) or
differential arrays, which is not considered in this thesis, the reader is referred to
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Figure 2.3: MSC of (left) incoherent, coherent, spherically isotropic (3D, diffuse) and
cylindrically isotropic (2D) noise field for a fixed inter-microphone distance
of dmic = 0.1m, (right) diffuse noise field at different
dmic = {0.01, 0.05, 0.1, 0.2}m.

the discussions in [ACV86, Mar95, Mar01b, Elk01]. In reverberant sound fields, the
coherence can also be approximated by a diffuse noise field as discussed later, see also
[JR00, Kut09, JSV09].

The coherence function of a noise source which is coherent between the microphones
is given by [Kut09]

Γ(coh)
x1x2

(ejΩ) = e−jΩfsdmiccos(θ)/c = cos (Ωfsdmiccos (θ) /c)− j sin (Ωfsdmiccos (θ) /c) ,

(2.10)

where the microphones are placed in broadside orientation in the far-field and the
noise source arrives at angle θ. This corresponds obviously to a value of one for the
MSC.

Figure 2.3 (left) shows exemplarily the MSC for an incoherent, coherent, spherically
isotropic and cylindrically isotropic noise field at a fixed inter-microphone distance
of dmic = 0.1m. In Fig. 2.3 (right), the characteristics of a diffuse sound field for
different inter-microphone distances are plotted. It can be seen that the MSC decays
rapidly for higher frequencies and that the sensor spacing has a severe impact on the
MSC.

In the context of binaural hearing aids, the shadowing effect of the head has a sig-
nificant impact on the coherence function. To take this into account, a binaural
semi-analytical signal processing model will be discussed in Sec. 2.2.1.1 and is de-
rived in App. B. A discussion on the short-term coherence estimation from the input
signals itself is given in Sec. 2.3.1.
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2.1.2.2 Mixed Noise Fields

When it comes to mixed noise fields, i.e., a superposition of diffuse and coherent noise
the cross-PSD in Eq.(2.3) is given by the sum of R individual cross-PSDs [Pie78].
This summation applies also for the total auto-PSD. Hence, the generalized complex
coherence function reads

Γ(mix)
x1x2

(ejΩ) =

R∑
r=1

Φ
(r)
x1x2(e

jΩ)√
R∑

r=1
Φ

(r)
x1x1(e

jΩ) ·
R∑

r=1
Φ

(r)
x2x2(e

jΩ)

(2.11)

with R being the number of superposed noise fields or sources. It is assumed that all
noise sources are uncorrelated with each other.

For an ideal diffuse noise field, the noise signals arrive with approximately equal power
spectral density Φd(e

jΩ) at the two microphones such that

Φ(diff)
x1x1

(ejΩ) = Φ(diff)
x2x2

(ejΩ) = Φd(e
jΩ). (2.12)

The cross-PSD in this case is given by [Pie78]

Φ(diff)
x1x2

(ejΩ) = Φd(e
jΩ) · sinc (Ωfsdmic/c) . (2.13)

For a coherent noise source which arrives at angle θ with approximately the same
PSD Φc(e

jΩ), the auto-PSD reads

Φ(coh)
x1x1

(ejΩ) ≈ Φ(coh)
x2x2

(ejΩ) = Φc(e
jΩ). (2.14)

The corresponding cross-PSD can be expressed by

Φ(coh)
x1x2

(ejΩ) = Φc(e
jΩ)e−jΩfsdmiccos(θ)/c. (2.15)

If we assume that the coherent noise signal arrives without a time delay at the two
sensors, i.e., θ = π/2 (see Fig. 2.1 (b)), or that the time delay has been compensated,
the cross-PSD reduces to

Φ(coh)
x1x2

(ejΩ) = Φc(e
jΩ). (2.16)

To take into account different ratios of coherent and diffuse noise, the Coherent-to-
Diffuse Energy Ratio (CDR) is introduced as

Ψ(ejΩ) =
Φc(e

jΩ)

Φd(ejΩ)
. (2.17)

Having described the auto- and cross-PSD equations, a model for the complex coher-
ence of a mixed noise field with diffuse and coherent components can be expressed
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with Eqs.(2.11), (2.17), R = 2 and by assuming θ = π/2 for the coherent noise source
by

Γ(mix)
x1x2

(ejΩ) =
Φc(e

jΩ) + Φd(e
jΩ)sinc (Ωfsdmic/c)

Φc(ejΩ) + Φd(ejΩ)

=
Ψ(ejΩ) + sinc (Ωfsdmic/c)

1 + Ψ(ejΩ)
.

(2.18)

For the special case where the CDR is equal for all frequencies, the three following
special cases are included in Eq.(2.18):

• Ψ → ∞ ⇒ Γ
(mix)
x1x2 (e

jΩ) → 1 : coherent noise field,

• Ψ = 1: same energy of diffuse and coherent noise, Γ
(mix)
x1x2 (e

jΩ) =
1+sinc(Ωfsdmic/c)

2 ,

• Ψ = 0 ⇒ Γ
(mix)
x1x2 (e

jΩ) = sinc (Ωfsdmic/c): diffuse noise field.

In the following, the CDR value will be expressed in dB. Figure 2.4 shows exemplarily
the coherence of a coherent and diffuse noise field for different CDR values. It can be
seen that for Ψ ≤ −9 dB and for Ψ ≥ 9 dB, the coherence can be approximated by a
diffuse and coherent noise field, respectively.
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Figure 2.5: Illustration of room reverberation effects by a spectrogram for a speech signal
at fs = 16 kHz: (left) anechoic speech signal, (right) reverberant speech signal
(Lecture room: dLM = 4m, T60 = 0.69 s, DRR = 1.75 dB).

An algorithm for noise field classification which allows to estimate the CDR in the
operating range of −9 dB ≤ Ψ ≤ 9 dB from a dual-channel noisy observation is
presented in Sec. 2.3.6. This approach can also be used to estimate the Direct-to-
Reverberation Energy Ratio (DRR) blindly from reverberant speech signals as shown
later in Sec. 2.3.4.

2.1.3 Room Acoustics and Reverberation

Room acoustics is a special area of acoustics which describes the behavior of sound
waves in an enclosed space, cf. [Kut09]. Assuming an Linear Time Invariant (LTI)
system2, the acoustic properties of a room in terms of sound propagation and reflec-
tions for a specific source-microphone configuration can be completely described by
the Acoustic Transfer Function (ATF) or RIR. Given a room impulse response h(k)
and a discrete time anechoic speech or audio signal s(k), both with sufficient limited
frequency bandwidth of, e.g., fc = 8kHz, the reverberant microphone signal can be
obtained by

x(k) = s(k) ∗ h(k), (2.19)

where ∗ indicates discrete convolution. Figure 2.5 illustrates in the left subfigure the
spectrogram of an anechoic speech signal. The same signal after convolving with a
room impulse response is shown in the right subfigure. The effect of reverberation
appears in smearing of the anechoic signal over time in this illustration.

A representation of a room impulse response of length kr (or Tr in sec.) can be divided

2For the description of the acoustical behavior of the enclosure as well as for the derivation of
the speech enhancement algorithms, a time-invariant RIR of finite length is assumed.
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Figure 2.6: Illustration of a room impulse response: (left) RIR with full decay phase, (right)
detail of direct and early parts (Lecture room: dLM = 4m,
T60 = 0.69 s, DRR = 1.75 dB).

into its direct path and early reflections as well as its late reverberant components by

h(k) =

⎧⎪⎨⎪⎩
0 for k < 0

hearly(k) for 0 ≤ k < kl

hlate(k) for kl ≤ k ≤ kr,

(2.20)

where hearly(k) refers to the direct and early path, hlate(k) to the late path and kl
marks the time span after which the late reverberation begins (also referred to as Tl

given in sec.). Tl usually lies in the range of 50− 100ms, cf. [Kut09].

For the remainder of this work, three different reverberation components are defined:

• Very early reverberation is defined as the first 2ms of early reflections after the
direct path. In terms of dual-channel signals, this part contains all reverberation
components which are coherent between the microphones,

• Early reverberation is given by the full early reflection part of the RIR without
direct path,

• Late reverberation is referred to the full reverberation tail without direct path and
early reflections.

For a further discussion on how to define the boundary between early reflections and
late reverberation see, e.g., [HYN07, SS07]. A room impulse response of a lecture
room and the indication of the different areas is depicted in Fig. 2.6.

2.1.3.1 Reverberation Time

One fundamental parameter of room acoustics is the Reverberation Time (RT). It is
defined as the time period a sound needs to decrease by 60 dB from its initial Sound
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Pressure Level (SPL) after being switched-off and is therefore also referred to as T60 .
It is linked with the decay rate ρ by

ρ =
3 ln(10)

T60
. (2.21)

Early studies by Sabine have shown that the reverberation time is proportional to
the volume of the room and inversely proportional to the amount of absorption in
the room [Sab21]:

T
(Sabine)
60 =

24 ln(10)

c

V

αSabineA
[s], (2.22)

with room volume V , total absorption surface area A and absorption coefficient
αSabine. It can be seen that, in theory, the reverberation time is independent of
the distance between source and receiver and that the effect of sound propagation
delay is neglected. A related equation is given by Eyring, cf. [Sab21, Kut09].

If a continuous-time room impulse response h(t) is available, the reverberation time
can be measured with the so-called Schroeder method [Sch65]. Based on the Energy
Decay Curve (EDC), which can be obtained from the the so-called Schroeder integral
by

EDC(t) =

∞∫
t

h2(τ)dτ, (2.23)

the T60 can be determined by the time required for the EDC to decay by 60 dB from
its initial energy level.

Due to acoustic measurement noise, e.g., self-noise of the microphones and background
noise during the measurement, the EDC is usually limited by a noise floor above
60 dB. Therefore, several approaches have been proposed in the past to determine
the reverberation time from a non-ideal RIR with a noise floor. As proposed by
Schroeder [Sch65], a least squares curve fitting is performed in the EDC region from
−5 to −35 dB. The intersection of the obtained fitting line with the 60 dB boundary
gives an approximation of the ’true’ reverberation time. This procedure is illustrated
in Fig. 2.7 for a RIR measured in a lecture room at a loudspeaker microphone distance
dLM ≈ 4m. It can be seen that the EDC is limited by a noise floor of approx. −50 dB.
With the curve fitting procedure, the ground truth of the reverberation time can be
determined as T60 ≈ 0.7 s.

The discussed Schroeder method can be applied only if the RIR is known. However,
since the RIR is usually time-invariant and not known exactly in a real-system, it has
to be estimated blindly or semi-blindly from the reverberant, or possibly reverberant
and noisy input signal3. Methods for a blind estimation of the reverberation time
are discussed in Sec. 2.3.3 along with a method to calculate and blindly estimate the
frequency-dependent RT using a Discrete Cosine Transform (DCT) filterbank.

3System identification approaches where the RIR is estimated are not considered.
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Figure 2.7: Illustration of Schroeder method to determine the reverberation time from a
given room impulse response (Lecture room: dLM = 4m, T60 = 0.69 s,
DRR = 1.75 dB).

2.1.3.2 Direct-to-Reverberation Energy Ratio

A further very important method for the characterization of a RIR is to measure the
energies contained in different parts of the impulse response [Kut09]:

• DRR: Direct-to-reverberation energy ratio,

• ETR: Early-to-total sound energy ratio,

• ELR: Early-to-late reverberation ratio (Clarity index).

In this thesis, only the DRR is considered of importance. It is commonly defined as

DRR’

[dB]
= 10 · log10

⎛⎜⎜⎜⎝
kd∑
k=0

h2(k)

kr∑
k=kd+1

h2(k)

⎞⎟⎟⎟⎠ , (2.24)

where kd denotes the discrete time index where the direct sound ends. This value is
usually chosen such that a few very early reflections are included in the direct path.
Here, it is calculated by kd = k0 + 2ms · fs with the onset time k0. The transition
times in seconds are denoted by Td and T0, respectively, i.e., Td = T0 + 2ms.

When considering noisy impulse responses, the DRR is usually biased towards lower
values. Here, it is suggested to take only the direct part starting from the onset time
and the reverberant part up to the reverberation time into account:

DRR

[dB]
= 10 · log10

⎛⎜⎜⎜⎜⎝
kd∑

k=k0

h2(k)

kRT∑
k=kd+1

h2(k)

⎞⎟⎟⎟⎟⎠ , (2.25)
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where kRT corresponds to the reverberation time in samples.

Novel estimators for the onset time as well as the DRR will be presented in Secs. 2.3.2
and 2.3.4, respectively. The frequency-dependent DRR is calculated by means a DCT
filterbank which is described later.

Critical Distance

The DRR also determines the critical distance dc of a sound event. The critical
distance is defined as the distance from the source at which the sound energy due to
the direct-path component is equal to the sound energy due to reverberation. Hence,
the following two cases have to be distinguished:

• DRR < 0 dB → Source outside the critical distance dc,

• DRR > 0 dB → Source within the critical distance dc.

In the early work by Sabine [Sab21], the critical distance is defined as a function of
RT, room volume V and directivity parameter of the sound source4 Q as

d(Sabine)c ≈ 0.1

√
QV

πT60
. (2.26)

However, since the reflecting materials and hence the absorption coefficient have dif-
ferent properties for different frequency ranges of the emitting sound source, the DRR
as well as the critical distance should be expressed in dependency of the frequency,
which is neglected in Eq.(2.26).

2.1.3.3 Statistical RIR Models

Statistical models for the room impulse response and hence, for the reverberation
effects are important for the remainder of this work. Such models are used to derive
estimators for the short-term PSD of the late reverberant speech. We review four
time-domain statistical models which are based on the fundamental discussions by
Schroeder [Sch62] and Polack [Pol88]. It has to be mentioned that all discussed models
represent only a coarse approximation of reality and assume that several conditions
hold, cf. [Hab10, Kut09]. One important assumption is that all models are only valid
for frequencies above the Schroeder frequency which is defined as

fSchroeder ≈ 2000

√
T60

V
, (2.27)

i.e., for a room with the dimensions V = 8 · 5 · 3m3 and T60 = 0.6 s, the statistical
models are valid above fSchroeder = 141Hz. In this contribution, this impact can
be neglected because of the characteristics of speech signals where most energy is
contained above the Schroeder frequency.

4For an omnidirectional source: Q = 1.
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In [Pol88], the room impulse response is described as a sequence of independent and
identically distributed (i.i.d.) random variables with zero mean and normal distribu-
tion b(k), multiplied by an exponentially decaying function as

h(k)|(PL) =

{
b(k) e−ρk/fs for k ≥ 0

0 otherwise,
(2.28)

where ρ is the decay rate as in Eq.(2.21). The corresponding energy envelope can be
expressed as

E
{
h(k)2|(PL)

}
= σ2 e−2ρk/fs , (2.29)

where E {·} denotes the expectation value and σ2 the variance of b(k). This model
is only valid when the direct path energy is smaller than the energy of all reflections
(low DRR, outside the critical distance), cf. [Hab07].

A generalized model was proposed in [Hab07, Hab10]. The RIR is now divided into
two segments: one segment which corresponds to the direct path and early reflections
and the second segment which describes late reverberation. Hence, this model denoted
by HB can distinguish between early and late reverberation and is given by

h(k)|(HB) =

⎧⎪⎨⎪⎩
bd(k) e

−ρdk/fs for 0 ≤ k < kd

br(k) e
−ρrk/fs for k ≥ kd

0 otherwise,

(2.30)

where kd is chosen as in Eq.(2.25). bd(k) and br(k) represent two uncorrelated noise
sequences of early and late reverberation, respectively, which are both i.i.d. random
variables with zero mean and normal distribution as in the PL model (see Eq.(2.28)).
The variances of bd(k) and br(k) are denoted by σ2

d and σ2
r and ρd and ρr represent

two decay factors for the direct and late reverberant parts. It is further assumed that
σ2
d ≥ σ2

r (high DRR, within the critical distance). The energy envelope of Eq.(2.30)
reads

E
{
h(k)2|(HB)

}⎧⎪⎨⎪⎩
σ2
d e

−2ρdk/fs for 0 ≤ k < kd

σ2
r e

−2ρrk/fs for k ≥ kd

0 otherwise.

(2.31)

A RIR realization for the two models according to Eqs.(2.28) and (2.30) is illustrated
in Fig. 2.8. In the figure, (a) shows exemplarily the RIR using the Polack model
with T60 = 0.5 s and a variance of b(k) equal to σ2 = 1. A RIR realization using the
generalized approach is depicted in Subfigure (b). Here, the same RT is used, but with
different variances for early and late reverberation, i.e., σ2

d = 1 and σ2
r = 1/4 which

corresponds to a DRR of 6 dB. The late reverberant part of the RIR is assumed to
begin after 50ms which corresponds to kd = 50 ·10−3 ·fs = 800 samples at a sampling
frequency of fs = 16 kHz. In (c) and (d), the corresponding energy decay curves
are calculated by means of the Schroeder integral applying Eq.(2.23) to the impulse
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(a) Polack model using Eq.(2.28).
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(b) Generalized model using Eq.(2.30) with a
DRR of 6 dB.
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(c) Energy decay curve of (a).
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Figure 2.8: Illustration of two considered statistical RIR models: (top) impulse responses,
(bottom) corresponding energy decay curves.

responses. The rapid energy drop of 6 dB between direct part and the beginning of
late reverberation after 50ms can clearly be seen in Subfigure (d). It can be concluded
that for high DRRs, the generalized approach is more accurate.

A further statistical RIR model, which is closely related to Eq.(2.31), was proposed by
Erkelens in [EH10]. Here, the direct path is modeled by a discrete delta pulse and the
late reverberant part as a zero-mean i.i.d. Gaussian process as in Eqs.(2.28),(2.30).
The model reads

h(k)|(EK) =

⎧⎪⎨⎪⎩
1 for k = 1

br(k) e
−ρk/fs for k > 1

0 otherwise,

(2.32)

and is later used to derive a correlation-based late reverberant speech PSD estimator
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in Sec. 3.1.1.2.

An alternative RIR model has recently been published in [EH11]. The model consists
of a sum of J decaying cosine functions with random phase according to

h(k)|(cos) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 for k = 1
J∑

j=1

Aje
−δjkcos(ωjk + φj) for k > 1

0 otherwise,

(2.33)

with amplitude Aj and decay constant δj . The phases φj are assumed to be in-
dependent and uniformly distributed for each cosine function. The frequencies ωj

correspond physically to the modal frequencies of the room [EH11].

2.1.3.4 Source-Image RIR Model

The source-image model by Allen is associated to the geometrical room impulse re-
sponse models [AB79]. The main idea behind geometrical RIR models is to replace
every reflection on a wall or obstacle by a so-called virtual source or image of the
source. These are derived based on the real sound source and symmetries of the
reflecting walls. Hence, room reverberation is modeled by a large number of images
of the emitting sound source. Details are given in [AB79]. The main advantage of
this method are the different degrees of freedom. Nearly any shoebox-like geometry,
source-microphone configuration, microphone type and reflection coefficients can be
simulated.

The major drawback of this method is the limitation to shoebox-like rooms which
does not represent a realistic scenario for most acoustic situations. Moreover, it is
inherently difficult to simulate various types of materials with each having different
reflection coefficients. Since the number of generated reflections is also limited, e.g.,
by the processing time, the energy decay can differ from the well-known exponential
decay model by Polack [Pol88]. Moreover, shadowing effects of the head cannot be
taken into account with this method and hence, for this thesis, measured RIRs are
used instead of simulated ones.

2.1.3.5 Measured Room Impulse Responses

The limitation of the source-image method can be overcome by the measurement of
room impulse responses in real environments. They can be obtained very effectively
with pseudorandom sequences (e.g., Maximum Length Sequence (MLS) [Van94] or
Perfect Sequence (PSEQ) [Ant08]) or sinusoid sweeps [MM01, TAV10]. The main
advantage is the accurate reproduction of the acoustic properties of the measurement
room. Nevertheless, once the RIR is measured, no changes of the configuration can be
made. However, the use of a reasonably large database can help to lower the impact
of this restraint.

The so-called Multichannel Acoustic Reverberation Database at York (MARDY) has
been presented in [WGH+06]. It consists of real measured room impulse responses
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of a room with interchangeable panels. By doing so, the acoustic properties can be
changed quite easily. The authors measured the RIRs at different source-microphone
distances with an eight element linear array at adjacent distances of 0.05m. The
recordings are well-suited for the evaluation of multi-channel dereverberation algo-
rithms but not appropriate for binaural applications where the head influence plays
an important role.

The Aachen Impulse Response (AIR) database (see App. A and [JSV09]) is a set of
impulse responses that were measured in a wide variety of rooms. The initial aim
of the AIR database was to allow for realistic studies of signal processing algorithms
in reverberant environments with a special focus on hearing aid applications. The
database is available free of charge5. In the first version [JSV09], it offers Binaural
Room Impulse Responses (BRIR) measured with a dummy head in different locations
with different acoustic properties, such as RT, DRR and room volume. Besides for
the evaluation of dereverberation algorithms and for perceptual investigations of re-
verberant speech, this part of the database allows for the investigation of the head
shadowing influence as well as the influence of signal processing algorithms on bin-
aural cues since all recordings where made with and without a dummy head. In a
first update [JSEV10], the database was extended to BRIRs with various azimuth
angles between head and desired source. This further allows to investigate (binaural)
Direction-of-Arrival (DOA) algorithms. Since dereverberation can also be applied
to telephone speech, the extension published in [JSK+10] includes (dual-channel) im-
pulse responses between the artificial mouth of a dummy head and a dual-microphone
mock-up phone. The measurements were carried out in compliance with the In-
ternational Telecommunication Union (ITU) standards for both the hand-held and
the hands-free position. For the latest extension, new measurements were carried
out in the Aula Carolina (Aachen, Germany) which is a former church with a large
ground area of 570m2 and a high ceiling that shows very strong reverberation effects
(T60 = 4− 6.6 s).

For the sake of completeness, the use of real recordings in reverberant rooms instead
of convolving an anechoic signal with the RIR has to be mentioned as an alternative.
The main advantage of this procedure is the possibility to completely capture all
aspects of the acoustic system omitting the LTI assumption that is necessary for the
convolution-based concept described above. However, the assumption of linearity is
valid as a first approximation for most real-life scenarios where at least short-term
invariance can be expected as well. The small remaining advantage does definitely not
outweigh the immense loss in flexibility during algorithm development and evaluation.
Please refer to Table A.3 in the appendix for an overview of important RIR databases.

5Download link: http://www.ind.rwth-aachen.de/air
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2.2 Acoustic Environment Analysis

2.2.1 Binaural Hearing Aids

Hearing Aids (HAs) aim to improve daily life for hearing impaired people. Even
though the main purpose is to compensate for the hearing loss in specific frequency
ranges, modern digital devices offer the feed-in of music or telephone signals via
wireless connections. In state-of-the-art hearing aids, the devices on both sides of
the head are already able to exchange control information, e.g., about the acoustic
environment. In the near future, even a data-link with full audio bandwidth can be
expected. A detailed introduction into modern hearing aid technologies is out of the
scope of this thesis. The reader is referred to, e.g., [Kat08, HCE+05, Dil01] and the
references therein for elaborate discussions and future trends.

In this section, the most relevant acoustic parameters, which are required for the
development of suitable signal enhancement algorithms, will be discussed. A major
difference to other speech enhancement algorithms, e.g., for mobile phones or hands-
free car devices is the consideration of binaural hearing.

2.2.1.1 Head-Related Noise Field Coherence

As discussed in Sec. 2.1.2, well-known analytical models exist for homogeneous
isotropic noise fields, such as cylindrically and spherically isotropic noise fields. Fur-
thermore, certain features of mixed noise fields can be expressed by a superposition
of different auto- and cross-power spectral densities. In contrast to that, the influence
of head shadowing on the coherence is usually modeled heuristically. This applies for
binaural hearing aids as well as binaural speech transmission systems. Early studies
in [LB86] showed that the influence of the head has a severe impact on the noise field
coherence and proposed a modified coherence model which is basically a curve fitting
procedure derived from measurements with an artificial head. The authors in [BD98]
present a model for binaural sound synthesis which is based on the binaural cues.
However, this model allows to reproduce binaural sound data with correct interaural
time and level difference cues, but gives no information about the binaural coherence.
In [KPB09], the distance parameter dmic of the free-field coherence model given by
Eq.(2.6) is simply scaled in order to take the modified coherence into account.

A semi-analytical model for the binaural noise field coherence which is used through-
out this work can be found in [JDV11, Dör98] and is described in more detail in
App. B. The derivation employs Kirchhoff’s diffraction theory and Babinet’s prin-
ciple, cf. [BW99]. The main advantage compared to the previous models is that
arbitrary dimensions for head and microphone distances can be employed and no
acoustic measurements as in [LB86, KPB09] are required.

For the verification, room impulse responses in a reverberant environment
(dLM = 4m, T60 = 0.69 s, DRR = 1.75 dB) are measured with an artificial head
(dhead = 0.15m, rhead = 0.075m). The two microphones are positioned close to the
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pinna at 1 cm from the ear canal such that dmic = 0.17m. The measurements were
repeated in an otherwise unchanged experimental setup after the head was removed
to examine the influence of the head. In order to evaluate the noise field coherence of
the late reverberant part only, the coherent direct and early parts from the impulse
response were removed.

The measured impulse responses are convolved with a speech signal signal having
a duration of 1min. The coherence curves are calculated by means of the recur-
sive periodogram approach, which is introduced in more detail in Sec. 2.3.1, from
the reverberant speech signals. Figure 2.9 shows the corresponding curves for two
microphones at a distance of dmic = 0.17m (gray). The theoretical curves repre-
sent the ideal 3D and 2D noise field without head (free-field) by Eqs.(2.6) and (2.9),
respectively (red).

The corresponding 3D and 2D curves with head shadowing are determined without
proof by solving (see App. B for details)

Γx1x2
(Ω) =

2
π/2∫
0

Re {H1(Ω, θ)H
∗
2(Ω, θ)} sin θ dθ

π/2∫
0

(|H1(Ω, θ)|2 + |H2(Ω, θ)|2
)
sin θ dθ

(2.34)

with and without the sin θ-terms and are plotted in black. All functions are given as
the squared magnitudes of the coherence function, i.e., MSC. Regarding the figure,
we can conclude that the proposed coherence model accurately approximates the
measured coherence. Especially for hearing-aid algorithms, assuming a cocktail-party
environment, the proposed 2D model is the most appropriate one.

This coherence model can be used to investigate the influence of head-shadowing on
coherence-based speech enhancement algorithms, in binaural noise reduction or dere-
verberation algorithms where the binaural coherence is exploited explicitly and to
generate realistic binaural noise fields for simulations. A MATLAB reference imple-
mentation is available online6.

2.2.1.2 Analysis of Background Noise

Since hearing aid users wear their devices permanently in everyday life, the acoustic
situation varies often. The occurring background noise can, for example, vary from
street noise to babble noise. Here, we restrict the analysis to a few specific noise
types which are very challenging for hearing aid users. The so-called cocktail-party
environment is the most prominent and most difficult situation.

For the signal processing algorithm, it is of significant importance how to character-
ize the existing noise field. For the evaluation, binaural background noise which was
recorded with an artificial head from the ETSI background noise database [ETS09] is
used. In contrast to the measurements of the AIR database where the microphones

6Download link: http://www.ind.rwth-aachen.de/~bib/jeub11
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Figure 2.9: MSC of ideal diffuse noise field and shadowing influence. Plotted are the theo-
retical curves (free field models and the novel binaural coherence models) and
results from measurements in a reverberant environment
(Lecture room: dLM = 4m, T60 = 0.69 s, DRR = 1.75 dB).

where placed next to the pinna, the ETSI database uses recordings from the ear micro-
phone (dmic = 0.15m) where the influence of the ear channel has been compensated
by an equalization filter. In the following discussion, it will be shown exemplarily
that the noise field can mainly be described as diffuse and homogeneous, which is a
very important assumption for the considered speech enhancement algorithms. Fig-
ure 2.10 exemplarily shows the long-term PSD of the cafeteria and kindergarten noise
for the left and right ear (using the ETSI recordings which have a maximum duration
of 29 s). It can be seen that the left and right ear signals have roughly the same
PSD. Hence, the common assumption of a homogeneous noise field holds for these
recordings.

In order to investigate the noise field in terms of correlation among the two ear
signals, the long-term MSC is calculated from the noise signals. From Fig. 2.11,
we can conclude that the noise field can be characterized as diffuse. Plotted is the
measured MSC of the signal containing background noise only and the theoretical
MSC using the proposed binaural coherence model for an inter-microphone distance
of dmic = 0.15m.

2.2.1.3 Analysis of Reverberation

While the auditory system of normal-hearing people is usually capable of reducing
room reverberation by means of binaural processing, this ability is mostly degraded
for many types of hearing loss [Bla96, Kat08]. Especially for hearing impaired people,
room reverberation has a distinct influence on intelligibility and listening comfort if
the DRR lies below 0 dB or 10 dB, depending on the type of hearing loss [See11]. Thus,
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Figure 2.10: Long-term PSD of background noise recorded at left and right ear of an artifi-
cial head in two real environments: (left) cafeteria noise, (right) kindergarten
noise.
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Figure 2.11: MSC of background noise recorded at left and right ear of an artificial head
in two real environments: (left) cafeteria noise, (right) kindergarten noise.
Measured curves are marked by the solid black line, the theoretical MSC
curves using the proposed binaural coherence model are indicated by the
dashed red lines.

suitable algorithms for dereverberation should be incorporated in modern hearing
aids.

In the sequel of this section, the analyses in terms of RT and DRR are based on
measured room impulse responses taken from the AIR database. In order to show
the frequency dependency, all plots are generated by decomposing the RIR into sub-
bands by means of a DCT filterbank and by applying the Schroeder method or the
DRR calculation procedure individually to each of the subbands. This procedure is
described in more detail in Sec. 2.3.3.1.

In the first analysis, the frequency-dependent reverberation time of three different
rooms is shown in Fig. 2.12. For larger rooms like the considered lecture room and



26 2 Analysis and Models of the Acoustic Environment

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1
Stairway
Lecture
Office

Frequency [kHz]

T
6
0
[s
]

Figure 2.12: Reverberation time over frequency for three different room impulse responses
from the AIR database.

stairway hall, a distinctive difference in T60 for smaller and higher frequencies can be
observed, which is usually the case for larger rooms with highly reflecting materials
such as glass or concrete walls [Kut09]. In contrast to that, the smaller office room
has a nearly flat RT over frequency. From this figure, we conclude that the frequency-
dependency of the RT has to be taken into account for a dereverberation algorithm.

Figure 2.13 shows in the left subfigure the DRR over the source-microphone distance
dLM for the stairway, lecture and office room, which are calculated from the measured
RIR by applying Eq.(2.25). In the right plot, the DRR over frequency for a fixed
distance of dLM = 1m (office, stairway) and dLM = 4m (lecture) is plotted. The
critical distance is marked by the dashed 0 dB-line. For smaller distances of
dLM < 3m, the source is mainly within the critical distance and very high DRR values
occur when the source is located at a distance of dLM ≈ 1m.

In terms of DRR over frequency, the DRR shows, as expected from the RT plots,
also a high frequency-dependency. In order to take into account the special boundary
conditions for binaural hearing aids, the DRR is also investigated over the azimuth
angle of the source θ. The strong variation of the DRR for different azimuth angles
is depicted in Fig. 2.14 and can be explained with the shadowing effects of the head.
Similar dependencies could be observed for the T60 .

This subsection has shown that both DRR and RT exhibit a high dependency on
frequency and show strong variations for different azimuth angles of the source. For
binaural hearing aids, the desired source is mainly within the critical distance. This
motivates the use of models which take the frequency-dependency into account as
well as the use of the generalized statistical RIR model given by Eq.(2.30).
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Figure 2.13: DRR: (left) frequency-independent (broadband) over the source-microphone
distance dLM , (right) frequency-dependent over frequency for a fixed distance
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Figure 2.14: DRR measured in a stairway hall (dLM = 1m, T60 = 0.72 s) at different
azimuth angles of the source signal in the presence of a dummy head.
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Figure 2.15: Illustration of mobile-phone with the two considered microphone positions.
(left) bottom-top (BT), (right) bottom-bottom (BB).

2.2.2 Mobile Phones

Common mobile phones use a single microphone for capturing the desired speech
signal. This so-called primary microphone is usually mounted at the bottom of the
device in order to allow for a short acoustic path between mouth and microphone,
which ensures a high direct path energy and less reverberation. Depending on the
phone design, a secondary microphone can be placed either at the bottom next to
the primary microphone, or on the backside on top of the device in order to capture
the speech signal with a lower sound pressure level.

In the remainder of this thesis, two different dual-microphone configurations are dis-
cussed:

• Bottom-Top (BT): Primary microphone at the bottom on the front side, secondary
microphone at the backside on top of the device,

• Bottom-Bottom (BB): Primary and secondary microphone both placed on the
front side at the bottom of the device.

The corresponding drawings are shown in Fig. 2.15. Due to the geometrical limita-
tions, only small inter-microphone distances are possible. Here, it is assumed that
the maximum distance for BT is approximately 12 cm and 3 cm for BB.

A further important aspect regarding the acoustic situation is the handling of the
phone. In order to describe the geometry of head and phone, a definition of Ear
Reference Point (ERP) and Mouth Reference Point (MRP) is introduced first by
means of Fig. 2.16. The MRP is located at a distance of 0.025m in front of the lips
on the horizontal axis through the center of the opening of the mouth. It is defined
in the absence of any obstruction [ITU07]. The ERP, a so-called virtual point for
geometric reference, is located at the entrance to the listener’s ear, traditionally used
for calculating telephonometric loudness ratings [ITU07].
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Figure 2.16: Definition of mouth and ear reference points according to ITU-T P.64 [ITU07].

Mainly two different standardized phone positions are to be distinguished:

• Hand-Held Position (HHP) [ITU07] and

• Hands-Free Reference Point (HFRP) [ITU00].

In the ”classical” HHP, the phone is held directly at the ear and, hence, the smallest
possible distance between mouth and bottom-microphone exists. When the phone
is used in hands-free mode, a distance between mouth and primary microphone of
up to 0.5m can occur [ITU00]. This however, results in a lower direct path energy
of the desired speech signal and more reverberation (low DRR). In addition, more
background noise is captured. For the hand-held position, this distance is depending
on the phone geometry and handling and can vary between 0.05 and 0.10m.

2.2.2.1 Analysis of Background Noise

The following background noise analysis is based on measurements inside an acoustic
chamber using the standardized multi-loudspeaker procedure described in [ETS09] to
generate realistic noise fields. Here, the analysis is restricted to two important noise
types: car and babble noise from [ETS09].

The recording systems consists of a HEAD acoustics HMS II.3 artificial head accord-
ing to ITU-T Rec. P.58 [ITU96] including a mouth simulator. Two mock-up phones
(BB and BT microphone configuration) each containing two omnidirectional Beyer-
dynamic MM1 measurement microphones integrated in a 6x12x3 cm3 plastic housing
are used. The microphones are placed according to Fig. 2.15. For recording the speech
signals in the HHP, the phone was mounted on the artificial head by means of the
HEAD acoustics HHP 3 hand-held positioner in the so-called flat handset position in
accordance with ITU-T P.64 Annex D.3 [ITU07]. Further details on the measurement
systems are described in App. A.

Important acoustic quantities are the PSD recorded at the positions of the three
microphones for both speech and noise. Figure 2.17 shows exemplarily the long-term
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Figure 2.17: Long-term PSD of background noise captured by the three microphones: (left)
pub noise, (right) traffic noise. Plotted are the PSDs for the two bottom
microphones as well as the top microphone.
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Figure 2.18: MSC of background noise: (left) between top and bottom microphones (BT),
(right) between bottom left and bottom right microphones (BB).

PSDs of pub noise (left) and traffic noise (right) for the two bottom microphones
(B1, B2) and the top microphone. It can be seen that all signals have roughly the
same PSD among the microphones and hence, a homogeneous noise field exists as
confirmed by analysis of further noise types. To investigate the noise field in terms
of correlation among the two microphones, the MSC between bottom (B1) and top
(T) microphone and between the bottom microphones (B1, B2) is calculated from
the noise-only signals. The MSC is compared to the theoretical MSC using the free-
field diffuse model with the corresponding inter-microphone distances as depicted in
Fig. 2.18. From the evaluation of our recordings we can conclude that the considered
noise fields can be characterized as diffuse.

All experiments with noise-only conditions have also been verified with the same
mock-up phone, which was placed outside in crowded places (here: Aachen Christmas
market) and a busy street.
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Figure 2.19: Attenuation of speech signal from artificial mouth of dummy head to the three
different microphones.

2.2.2.2 Analysis of Desired Speech

Since the microphones can be placed at two different positions, i.e., BT and BB on
the phone, it is of significant importance to investigate the attenuation of the desired
speech signals from the mouth to the different microphones. Figure 2.19 shows the
long-term PSD of a speech signal picked up by the three microphones (noise-free
case) where a Power Level Difference (PLD) of approx. 10 dB is measured between
the bottom and top microphone for all frequencies. In contrast to that, it can be
seen that the power level difference between the microphone signals B1 and B2 can
be neglected.

The MSC of the captured speech among the microphones is investigated as before
and shown in Fig. 2.20. A high coherence for the entire frequency range is observed
for the BB alignment. Significant notches can be seen in the MSC plot for the BT
alignment and, hence, algorithms which rely on a perfect coherent speech signal at
both microphones are expected to exhibit a loss in performance for this configuration.
It has to be mentioned that the notches are mainly caused by reflections and scattering
of the soundwaves in the acoustic chamber and the hand-held positioner.
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Figure 2.20: MSC of speech signal from artificial mouth of dummy head between two mi-
crophones: (left) bottom-bottom (BB), (right) bottom-top (BT).

2.2.2.3 Analysis of Reverberation

The influence of reverberation on the intelligibility in hand-held telephony is com-
monly assumed to be negligible. In the following, it will be shown based on measure-
ments and a listening experiment that this statement is not always true [JSK+10]. A
typical RIR from a corridor location captured with dummy head and mock-up phone
is depicted in Fig. 2.21. The difference between the HHP (left) and HFRP (right)
can clearly be seen. In the hands-free case, the direct signal arrives later than in the
hand-held position due to the longer sound propagation delay. Moreover, the direct
path energy is much lower.

For the experiments, several speech codecs are employed to the reverberant speech
signal in order to emulate realistic transmitted speech signals. These signals are
used for a subsequent informal listening test. In the context of Code Excited Linear
Prediction (CELP) speech codecs, it is already known that the effects of room re-
verberation are reduced by means of the adaptive postfilter [CG95] employed in the
speech decoder [JV09b]. However, a sufficient dereverberation cannot be obtained
by such processing, especially since the postfilter is employed after decoding at the
receiver side. The single-channel test signals for the experiments are generated as
follows. First, speech files s(k) from the TSP speech database [Kab02] are convolved
with the impulse responses h(k) between artificial mouth and microphones of the
(BB) mock-up phone at fs = 48 kHz, providing the reverberant signals x(k). Second,
the reverberant speech signals x(k) are downsampled to f ′

s, encoded and decoded in-
dependently using three different speech codecs with sampling frequency, bandwidth
and bit rates as follows:

• Adaptive Multi-Rate Narrowband (AMR-NB) codec [3GP04a]
f ′
s = 8kHz, 3.4 kHz, 12.2 kbit/s
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Figure 2.21: Room impulse response measured with BB mock-up phone and dummy head
in a corridor: (left) Hand-Held Position (HHP) (T60 = 0.98 s, DRR =
12.78 dB), (right) Hands-Free Reference Point (HFRP)
(T60 = 1.34 s, DRR = 6.51 dB).

Table 2.2: Channel-based measures calculated directly from the impulse responses. The
results are averaged over both channels (BB).

Room RT [s] DRR [dB]

HHP HFRP HHP HFRP

Office 0.4 0.52 12.27 5.28

Kitchen 0.42 0.52 11.18 4.62

Corridor 0.98 1.34 12.78 6.51

Stairway 1.31 1.51 10.87 4.7

• Adaptive Multi-Rate Wideband (AMR-WB) codec [3GP04b]
f ′
s = 16 kHz, 7 kHz, 23.05 kbit/s

• Super-Wideband (SWB) speech and audio codec [GKL+09]
f ′
s = 32 kHz, 14 kHz, 64 kbit/s

The reverberant and transcoded signals are denoted by x̃(k) in the following. For
simplicity, no bit errors were added.

2.2.2.4 Objective Evaluation

Table 2.2 shows the results in terms of DRR and RT where further details are provided
by App. A.3. It can be seen from Table 2.2 that the room acoustic measures differ
greatly between HHP and HFRP. This can be explained with the direct path between
loudspeaker and microphone at the HFRP and the indirect sound propagation for the
HHP. For both office and kitchen, a moderate reverberation time of approx. ≤ 0.5s
was measured and no significant difference in the RT between HHP and HFRP was
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Table 2.3: ITU-R BS.1284-1 five-grade impairment scale [ITU03].

5.0 Imperceptible

4.0 Perceptible but not annoying

3.0 Slightly annoying

2.0 Annoying

1.0 Very annoying

examined. However, the DRR differs by more than 6 dB between HHP and HFRP
for all measured rooms. Compared to Fig. 2.13 for the binaural DRR ranges, in the
HHP case used for mobile telephony, positive DRR values always occur. Regarding
the corridor and stairway scenario, a high RT was measured even for the hand-held
position. Since the DRR values are always positive, i.e., the source is within the
critical distance, the use of the generalized statistical RIR model should be considered
here as well.

A further analysis of the acoustic environment in terms of the frequency-dependent
reverberation time, a coherence analysis of the reverberant sound field as well as
results from the PEMO-Q objective measure [HK06] has been carried out and is given
in [JSK+10]. These investigations show that the reverberant sound field is diffuse and
that the reverberation time highly depends on the frequency. Furthermore, the results
of the PEMO-Q measure show a high correlation to the conducted subjective listening
test.

2.2.2.5 Subjective Evaluation

The listening test took place in a low-reverberant studio booth having a high sound
isolation of 42 dB against exterior noise. A calibrated HEAD Acoustics PEQ V digital
equalizer in combination with a Sennheiser HD600 headphone was used. During the
test with 30 experienced listeners (normal hearing, age: 24 − 33 years), 24 different
signals s̃(k) were presented to the participants. An anechoic speech signal of 18 s
duration was processed according to the considered transmission system described
before. Each of the 8 signals (4x HHP, 4x HFRP) were transcoded with the Narrow-
band (NB), Wideband (WB) and Super-Wideband (SWB) codec after the convolution
with a room impulse response. For each of the sentences, the listeners were asked
to rate the impairment according to the ITU-R BS.1284-1 five-grade impairment
scale (see Table 2.3 and [ITU03]). The signals could be played ad libitum before the
probands had to make their judgments. Since the listeners were not asked to rate
the overall speech quality but only the impairment due to room reverberation, the
results of the different codecs do not represent a quality rating.

The results averaged over the scores of the 30 participants and over the three codecs
are depicted in Fig. 2.22. It can be seen from the left figure, that reverberation is
perceptible for all tested scenarios. The listening test shows that most listeners rated
the effect for office and kitchen as perceptible but not annoying in the hand-held
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Figure 2.22: Results of listening test according to the ITU-R five-grade impairment scale:
(left) averaged over different codecs and (right) averaged over different rooms
for each codec.

case. In terms of the corridor and stairway sentences, the effects of reverberation are
clearly perceptible and rated as annoying. As expected, the impairment scores for
the hands-free positions are always lower.

In a second experiment, the subjective scores for the different codecs are evaluated
and are shown in Fig. 2.22 (right). It can be observed that no significant difference
exists among the tested codecs. This corresponds to the investigations in [RWS09]
where different wideband codecs where investigated under reverberant conditions.

Based on the objective evaluation as well as a listening test with 30 participants, it
has been shown that an impairment due to reverberation can always be observed. For
small enclosures like the tested office and kitchen, the effects are mostly not rated
as annoying. For other enclosures (with higher reverberation) like stairway halls
or corridors, room reverberation has a strong influence on the intelligibility and we
conclude that dereverberation algorithms should be applied for both hands-free and
hand-held telephones.
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Figure 2.23: Principle of short-term coherence estimation in the frequency domain.

2.3 Estimation of Important Acoustic Parameters

2.3.1 Short-Term Coherence Estimation

To determine a short-term coherence estimate from segments of the two input signals
x1(k) and x2(k) in a practical implementation, the short-term auto- and cross power
spectral densities in Eq.(2.3) are calculated from periodograms |Xm(λ, μ)|2 according
to [Wel67, CKN73] as sketched in Fig. 2.23. The estimates of the short-term auto-
and cross-PSD read

Φ̂x1x1
(λ, μ) = α(PSD) · Φ̂x1x1

(λ− 1, μ) +
(
1− α(PSD)

)
· |X1(λ, μ)|2, (2.35)

Φ̂x2x2
(λ, μ) = α(PSD) · Φ̂x2x2

(λ− 1, μ) +
(
1− α(PSD)

)
· |X2(λ, μ)|2, (2.36)

Φ̂x1x2
(λ, μ) = α(PSD) · Φ̂x1x2

(λ− 1, μ) +
(
1− α(PSD)

)
·X1(λ, μ) ·X∗

2 (λ, μ).

(2.37)

The smoothing factor 0 ≤ α(PSD) ≤ 1 controls the balance between smoothing for
variance reduction and tracking of non-stationary signal characteristics. Here, {·}∗
denotes the complex conjugate.

In [Wel67, CKN73] it is suggested to use overlapping frames to reduce the variance
of the estimate. As a compromise in terms of variance reduction and computa-
tional complexity, the common calculation using half-overlapping frames (50%) is
used throughout this work.

In theory, if the signal x1(k) is a linear filtered version of the signal x2(k) or vice
versa, the coherence tends always to one. However, when it comes to the short-term
coherence estimation, this is valid if the block size for the coherence estimation is
larger than the length of the filter impulse response, cf. [Mar95]. This effect is illus-
trated in Fig. 2.24 where White Gaussian Noise (WGN) is convolved with a set of
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binaural room impulse responses (Lecture room, length of RIR: kr = 21845,
Tr = 2.73 s). For the top subfigures, the late reverberation part of the RIR (see
Eq.(2.20) with Tl = 100ms) was used for the convolution and for the bottom subfig-
ures, only the direct part of the RIR. Plotted are the MSC curves7 of the reverberant
signals for two different block sizes: L = 320 (20ms) and L = 2 · 21845 (2.73 s). From
the upper plot, it can be seen that the expected theoretical MSC curve (in gray)
(using Eq.(2.6) with dmic = 0.17m) is only valid for small block sizes. Once the block
size reaches a multiple of the impulse response length, a MSC of one occurs for all
frequencies, as expected. Regarding the signal with direct components only, as shown
in the bottom subfigures, the coherence is, at least for L > 320 (20ms), independent
of the block size. This can also be explained since the time span of the direct path
was set to the onset time plus 2ms (see also Eq.(2.25)) which is smaller than the
block size.

Due to the practical requirement of small block sizes for the considered
speech enhancement algorithms and the calculation of the coherence using
Eqs.(2.35),(2.36),(2.37), it is feasible to use input signals for the simulations which
are generated by convolving a speech signal with a finite length RIR. Thus, the term
coherence-based dereverberation always refers to an approach which is based on esti-
mates of the coherence in the short-term DFT domain with L 	 Tr in the following.
It should be noted that the performance results using such input signals for the con-
sidered speech dereverberation algorithms are verified by means of real recordings.

7The curves are obtained using the MATLAB command mscohere with 50% overlap and Hann
window (hanning).
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Figure 2.24: Influence of block size on short-term coherence estimate. A WGN signal is
convolved with (top) the late reverberant part of a RIR and (bottom) the
direct path of an RIR. The dashed gray line in the top plot represents the
ideal diffuse noise model using Eq.(2.6) with
dmic = 0.15m. (Lecture room, length of RIR: kr = 21845, Tr = 2.73 s).
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Table 2.4: Influence of different onset detection methods on DRR. The values are deter-
mined directly from two different room impulse responses.

Lecture Corridor

Onset detection method Conventional Proposed Conventional Proposed

DRR [dB] −1.3 dB −3.1 dB 13.1 dB 12.9 dB

2.3.2 Estimation of the RIR Onset Time

An accurate detection of the onset time of a room impulse response has a signifi-
cant influence on the estimated DRR value and hence, a very reliable estimation is
essential. A general discussion on state-of-the-art algorithms to determine the onset
time of a RIR is given in [DDP08, Ush10]. The authors claim that in case of a high
DRR, energy based methods such as taking the maximum of the RIR give reliable
estimates of the onset time. This approach is referred to the conventional approach.
However, in situations when no line-of-sight between source and microphone exists,
the estimation accuracy drops dramatically since the direct path peak in the RIR is
not necessarily the peak with the highest energy anymore. This situation can occur,
e.g., in binaural hearing when the source is located at one side of the head and, due
to head shadowing, no direct path between the source and the opposed side exists.
Hence, a novel method which allows for a reliable determination of the onset time is
proposed:

First, the absolute square of the RIR |h(k)|2 is computed and normalized. The onset
time k0 is obtained by the discrete time index when |h(k)|2 is above a threshold ψ,
e.g., ψ = 0.1. In case of very noisy impulse responses, the use of an adaptive threshold
is beneficial which is, however, not required for the considered RIRs.

The advantage of the new procedure is illustrated in Fig. 2.25. The top plot shows
the absolute square of the RIR. In the bottom subfigure, the rhombus marks the
accurately detected onset of the RIR with the improved method while the conventional
approach, indicated by the square, is only capable of detecting the maximum peak.

An example of the DRR values obtained directly from the RIR of two different rooms
is given in Table 2.4. It can be seen that a significant difference by using the two onset
detection methods exists and it is proposed to use the novel approach to determine
the ground truth of the DRR.
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Figure 2.25: Illustration of proposed method for onset detection: (top) |h(k)|2 of RIR
over discrete time index given in seconds. The marker indicates the global
maximum at the onset time k0 and the horizontal dashed line marks the
threshold ψ = 0.1, (bottom) RIR with the marked onset times using the
proposed and the conventional approach.
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2.3.3 Estimation of the Reverberation Time

The estimation of the RT or decay rate is important for the classification of an acoustic
environment as well as an essential parameter for many dereverberation algorithms.
In this thesis, the approach by [LV08a], which was later improved in [LYJV10], is used.
In contrast to previous approaches for a blind RT estimation based on a Maximum
Likelihood (ML) estimation [RJW+03, LV08a], this improved algorithm exhibits a
significantly reduced computational complexity and is more suitable to track time-
varying RTs. Such properties are of special importance for an application within
hearing aids or mobile phones where only a very limited computational power is
available. The main steps of the algorithm are outlined briefly in the following where
a more detailed description is given in [LYJV10] and a comparison to alternative
approaches in [GLJ+12].

The blind RT estimation is performed frame-wise on a single-microphone reverberant
speech signal. In a first step, this signal is downsampled8, e.g., by a factor of five to
reduce the computational burden for estimating the RT. Afterwards, a pre-selection
is performed to detect segments within the signal which possibly contain only sound
decay. If such a possible sound decay is detected, the decay rate9 ρ is estimated by
ML estimation which is based a statistical model of the RIR (see Eq.(2.28)). The
obtained value is used to update a histogram determined by the most recent ML
estimates. The value associated with the maximum of this histogram is taken as an
estimate for the RT. A recursive smoothing is finally applied to this RT value to
reduce the variance of the estimate.

In order to detect changes of the RT more rapidly, a fast adaptation mechanism can
be employed [LYJV10]. This comprises a second histogram with a lower number of
ML estimates for the RT. If the maximum of this second histogram differs from that
of the first histogram by more than 0.2 s for a certain period, the first histogram is
replaced by the second histogram. For the sake of computational complexity, this
fast adaptation is not employed in the considered speech enhancement systems.

An alternative promising approach which operates in the frequency domain is pre-
sented in [WHN08, Wen09]. The proposed method exploits the distribution of the
energy envelope in each frequency bin. The estimated negative side variance of the
decay rate distribution of the energy envelopes is mapped to the room decay rate.
This mapping function has to be determined in advance in an off-line procedure. Due
to the high computational complexity and drawback of the required off-line training,
the abovementioned blind method [LYJV10] is beneficial for real-time applications
and used throughout this thesis.

2.3.3.1 Frequency-Dependent RT Estimation

Since the considered time-domain approach [LYJV10] is only capable of estimating
a frequency-independent RT, an extension to a frequency-dependent estimate is dis-

8Usually the downsampling operation involves a low-pass filter for alias compensation which is,
however, not necessary in this special case.

9The relation between decay rate ρ and reverberation time is given by Eq.(2.21).
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Figure 2.26: DCT analysis filterbank over normalized frequency with M = 11 subbands.

cussed in the following. This is of great interest since the RT exhibits a high depen-
dency of the frequency, especially for larger rooms and rooms with highly reflective
material. In the following paragraph, two models for the RT are proposed which allow
to calculate the RT only in a few subbands. The basic principle is first validated for
an off-line estimation where the RIR is given.

Assuming that the impulse response is available, it can be decomposed into several
subbands and for each subband the RT can be calculated, e.g., by using the Schroeder
method. In what follows, a uniform DCT filterbank with 11 subbands as described in
[LV11] where the magnitude responses of the analysis filters are plotted in Fig. 2.26
is used. If a non-uniform decomposition is desired, it has been shown in [LV11] that a
warped DCT filterbank is advantageous compared to the frequently used 1/3 Octave
filterbank since the usage provides more reliable RT values at low frequencies.

An analysis of multiple impulse responses from various databases [JSV09, WGH+06,
Kit10, KEA+09] has shown that a sufficient approximation of the frequency-
dependent RT can be obtained if the RT is known in two or three subbands. For
the first case, the RT model named RT Model 1 is given by the linear equation

T̂60(f) = T60(f1) +
T60(f2)− T60(f1)

f2 − f1
(f − f1) (2.38)

where T60(f1) and T60(f2) are the reverberation times at subbands with center fre-
quencies f1 and f2, respectively. A further improvement of the model in terms of
accuracy for larger rooms can be obtained if the model is extended by a third sub-
band RT. This model is referred to as RT Model 2 and given by

T̂60(f) =

⎧⎪⎨⎪⎩
T60(f1) +

T60(f2)−T60(f1)
f2−f1

(f − f2) for 0 < f ≤ f2

T60(f2) +
T60(f3)−T60(f2)

f3−f2
(f − f3) for f2 < f ≤ fs/2,

(2.39)

where T60(f3) denotes the RT in a third subband. The center frequencies are listed in
Table 2.5 and an illustration of the two models is given in Fig. 2.27. In Subfigures (a)
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Table 2.5: Center frequencies proposed for the frequency approximation models at fs =
16 kHz.

f1 f2 f3

RT Model 1 0.8 kHz 7.2 kHz -

RT Model 2 0.8 kHz 3.2 kHz 7.2 kHz

and (c), the RT over frequency is plotted for the lecture and corridor RIR. The red
solid line marks the frequency-independent RT estimate obtained by applying the
Schroeder method to the full-band RIR (time-domain RT estimate). The solid line
with the circle markers gives the RT when the full (11 subband) DCT filterbank is
applied and the dashed-dotted and dashed lines give the approximations with the
proposed RT Models 1 and 2. It can be seen that for the corridor location, the RT
Model 1 gives a sufficient accuracy while in case of the lecture room, Model 2 greatly
increases the accuracy. On the right side in (b) and (d), the estimation errors ΔRT
between the full-band RT and the approximations with frequency-independent RT as
well as RT Model 1 and 2 are shown. From this we can conclude that the proposed
RT models are appropriate for a sufficient approximation of the (true) full-band RT
and hence, high saving in terms of complexity can be achieved.

2.3.3.2 Performance Evaluation

The performance of the aforementioned blind RT estimation procedure [LYJV10] is
evaluated in this paragraph using single-channel RIRs from the AIR database. First,
frequency-independent and second frequency-dependent in combination with the two
RT models. For the experiments, a speech signal with a duration of 3min. was used
to show the convergence behavior as well as the tracking performance over time. Here,
only the estimation accuracy is considered. A possible influence on the performance
of a speech enhancement algorithm which requires a reliable RT estimate is discussed
in Sec. 3.1.4. The influence of additional background noise on the estimation accuracy
is discussed in Sec. 3.3.1.

Figure 2.28 (top) shows the ’true’ RT determined by applying the Schroeder method
to the RIR and the estimated RT is calculated frame-wise (20ms) from a reverberant
speech signal with a duration of 3min. The curves are plotted over the source-
microphone distance dLM and the results are averaged over all frames. The first 30 s
are not taken into account in order to compare the steady state performance. It can
be seen that especially for larger distances, the estimated RT matches greatly the
true RT obtained directly from the given RIR. A deeper analysis of the estimation
error is given in the lower plots. The left plot in Fig. 2.28 (bottom) represent the
estimation error over the source-microphone distance and the right plot over the DRR.
It is obvious that the performance of the RT estimator drops for sources within the
critical distance. This can be explained by the fact that the statistical RIR model by
Polack, which is the basis of the RT estimator, is valid only for sources outside the
critical distance. Hence, if the model is violated, a high underestimation of the RT
occurs. Therefore, a possible modification on the RT estimator should consider the
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Figure 2.27: Frequency-dependent RT and estimation error for the two proposed RT mod-
els:
(a),(b) lecture room (dLM = 10.2m, T60 = 0.87 s, DRR = −3.83 dB);
(c),(d) corridor (HHP, dLM = 0.1m, T60 = 1.21 s, DRR = 12.71 dB).
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Figure 2.28: Blind RT estimation performance: (top) plotted over the source-microphone
distance dLM . (bottom) estimation error (left) over the source-microphone
distance, (right) over the DRR where the vertical dashed line marks the crit-
ical distance.

utilization of a generalized statistical RIR models and/or to take a priori knowledge
of the DRR into account. Nevertheless, a high underestimation is more favorable
since a dereverberation algorithm which relies on this estimate would reduce less
reverberation. A large overestimation causes a high amount of speech distortion as
shown later.

In a further experiment, the tracking speed of the estimator in a changing acoustic
environment is considered. Such situation can occur, e.g., when a person wearing a
hearing aid is walking from one room into another. For the following experiment, the
first 60 s of the anechoic speech signal is convolved with the RIR of a lecture room
(dLM = 4m, T60 = 0.79 s, DRR = 1.75 dB) and the second 60 s with the RIR of an
office (dLM = 2m, T60 = 0.53 s, DRR = 2.54 dB). For the averaging over frames,
the full transition period is included. The outcome is depicted in Fig. 2.29. The
algorithm requires approx. 18−20 s to adapt to the acoustic situation from the initial
state. After the abrupt RT change after 60 s, the tracking takes at least 35− 40 s to
adopt to the new RT.
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Figure 2.29: Tracking speed of blind RT estimation algorithm using two different RIRs:
lecture room with T60 = 0.79 s and office with T60 = 0.53 s.
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Figure 2.30: Frequency-dependent RT estimation (with markers) where the true and esti-
mated frequency-independent RT is also plotted by the horizontal lines (w/o
markers).

Finally, the last experiment evaluates the frequency-dependent blind RT estimation
using the discussed frequency approximation models given by Eqs.(2.38),(2.39). Fig-
ure 2.30 shows by the dashed lines the true RT and the solid line represent the
estimated RT using the RT Model 2 using Eq.(2.39) and the RIR of an office room.
Additionally, the frequency-independent RTs are given by the horizontal lines. From
this experiment, which was also repeated with other RIRs, we can conclude that
the proposed simplification with an estimation only in three DCT subbands gives a
sufficient approximation of the true frequency-dependent RT even when applied to a
blind estimation procedure.
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2.3.4 Estimation of the Direct-to-Reverberation Energy

Ratio

When analyzing the acoustic environment, the DRR measures always refer to the
acoustic channel and are calculated directly from a given impulse response. Since the
DRR is also a very important parameter for some speech dereverberation algorithms,
a blind estimation directly from the observed speech signal is proposed [JNBV11].

For the short-term DRR estimation, the generalized coherence model of Eq.(2.18)
is considered. The included CDR can also be seen as the ratio between coherent
and non-coherent noise or as the ratio between direct speech and reverberant speech.
Thus, having an estimate of the coherence for a given input signal available leads
easily to the desired DRR.

In order to estimate the DRR from a given coherence function, Eq.(2.18) can be
rearranged to

Ψ(ejΩ) =
sinc (Ωfsdmic/c)− Γ

(mix)
x1x2 (e

jΩ)

Γ
(mix)
x1x2 (e

jΩ)− 1
, (2.40)

where Γ
(mix)
x1x2 − 1 > 0 has to be ensured for the denominator, e.g., by means of an

upper threshold of the coherence with, e.g., Γmax = 0.99. Please note that Eq.(2.18)
and thus, Eq.(2.40) assume that a possible time-delay of the speech signal among the
microphones has been compensated.

To obtain a short-term estimate of the CDR Ψ̂(λ, μ), the generalized coherence func-

tion Γ
(mix)
x1x2 (e

jΩ) in Eq.(2.40) is replaced by the corresponding short-term estimate

Γ̂x1x2
(λ, μ) using the described recursive smoothing procedure to determine the auto-

and cross PSDs. Additionally, the obtained coherence estimate is smoothed over time
using the constant α(coh).

In order to prevent the algorithm from underestimations during speech pauses and to
avoid high fluctuations of the estimate, an adaptive smoothing procedure using a novel
dual-channel VAD is proposed. The VAD has a very low computational complexity
compared to frequently used single-channel algorithms (see, e.g., [VM06, JKAO09])
and can be used for other applications as well. First, the mean short-term MSC,
averaged over all frequency bins μ, is calculated independently for each frame without
recursive smoothing of neither the MSC nor the required auto- and cross-PSD terms
as

Cx1x2
(λ) =

1

M

M∑
μ=1

Ĉx1x2
(λ, μ). (2.41)

Based on Cx1x2
(λ), each frame is classified as either speech active or speech inactive.

Depending on this classification, a smoothing constant is determined as

α(DRR) =

{
α(inactive) forCx1x2

(λ) < τ (VAD)

α(active) otherwise,
(2.42)
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with VAD constant τ (VAD). Second, the preliminary estimate Ψ̂(λ, μ) is used to
calculate the frequency-dependent short-term DRR by recursive smoothing as

D̂RR(λ, μ) = α(DRR) · D̂RR(λ− 1, μ) + (1− α(DRR)) Ψ̂(λ, μ) (2.43)

and is given in the log-domain by

D̂RR(λ, μ) = 10 · log10(D̂RR(λ, μ)). (2.44)

The estimates are limited by a lower and upper threshold by

D̂RR(λ, μ) = min
{
max

{
D̂RR(λ, μ),DRR(min)

}
,DRR(max)

}
. (2.45)

A frequency-independent DRR estimate can be obtained by an additional averaging
over all M − μ0 frequency bins by

DRR(λ) = 10 · log10

⎛⎝ 1

M− μ0

M∑
μ=μ0

D̂RR(λ, μ)

⎞⎠ , (2.46)

where μ0 corresponds to the first root of the sinc-function (see Sec. 2.1.2.2 and
Fig. 2.4). In the case of closely-spaced microphones, an averaging over the entire
frequency range μ = 1, 2, ..,M is performed. A MATLAB reference implementation
is available online.10

Alternative multi-channel approaches are presented, e.g., in [HNS+10a, HNS+10b,
HNS+11], where the power spectra of both the direct sound and reverberation are
estimated from the spatial correlation matrix of the observed signal. In [LC08, LC10],
a dual-channel algorithm for the binaural distance perception is developed which
contains a DRR estimation unit. This comprises a 32-channel Gammatone filterbank
and an equalization-cancellation operation which aims to decompose the signal into its
direct and reverberant components. The authors in [BW08] present a single-channel
dereverberation algorithm where the required DRR is estimated during speech pauses.

The following section gives a performance evaluation of these alternatives and proofs
the superiority of the proposed solution for estimating the DRR value.

2.3.4.1 Performance Evaluation

In the following experiments, the performance of the proposed algorithm (Proposed)
in comparison with [LC10] (Lu) and [HNS+11] (Hioka) is given. The input signals
are generated by convolving a speech signal of 3min. duration with three different
binaural room impulse responses. The dual-channel input is then used to estimate
the DRR with the proposed and reference methods (Lu/Hioka). Relevant simulation
parameters are listed in Table 2.6. The case of additional background noise is treated
later in Sec. 3.3.1.

10Download link: http://www.ind.rwth-aachen.de/~bib/jeub11d.
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Table 2.6: Main simulation parameters of the novel blind DRR estimation method.

Parameter Setting

Thresholds DRR(min) = −20 dB, DRR(max) = 20dB

Smoothing factors α(PSD) = 0.85, α(coh) = 0.5, α(active) = 0.98, α(inactive) = 1

VAD threshold τ (VAD) = 0.95
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Figure 2.31: DRR estimation performance over time: (left) using the original Lu and Hioka
implementations, (right) applying additionally the proposed smoothing pro-
cedure to all algorithms.

The DRR estimation results for one reverberant signal over time are depicted in
Fig. 2.31 (left) where the true DRR is marked by the red dashed line. The proposed
algorithm is given in black and the two reference methods in gray colors. It can
be seen that using the implementation as given in the corresponding publications,
high fluctuations occur for the two reference methods. In this example, the proposed
algorithm already utilizes the presented adaptive smoothing procedure and thus, gives
very stable results. In a next step, the proposed smoothing and averaging procedure
is integrated into the two reference methods and the results are shown in Fig. 2.31
(right). The fluctuation could be reduced significantly and much better results are
obtained by employing the smoothing procedure. A more detailed analysis of the
right subfigure has shown that the Hioka algorithm results in more fluctuations of
the DRR estimate compared to the proposed method. It can further be seen that
even with the smoothing procedure, a convergence time of less than 5 s occurs for all
algorithms.

The overall estimation accuracy, averaged over time, is evaluated and shown in
Fig. 2.32 for lecture room and corridor as well as the Aula Carolina. Each marker
shape represents an algorithm and the colors correspond to the different rooms. The
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Figure 2.32: DRR estimation performance over the source-microphone distance: (top) lec-
ture and office, (bottom) Aula Carolina.

results of the proposed and Hioka algorithm are quite similar which can be explained
with the similar underlying principle of exploiting the coherence of speech and noise.
The Lu algorithm also shows a good tendency but the overall estimation error is
larger compared to the other two methods. It has to be mentioned that especially the
estimation accuracy for sources which are located within the critical distance have to
be very accurate.

In terms of computational complexity, the proposed method requires the lowest com-
putational effort and possesses a low memory consumption. This has been verified
using the normalized Matlab processing time as a rough indicator as given in Ta-
ble 2.7. A matrix inversion in the Hioka approach causes a high computational load
as well as a large amount of memory. The Lu method decomposes the signal into 32
subbands using a Gammatone filterbank which can be realized more efficiently than
with the employed Matlab functions.

As for the RT estimator, the tracking in varying acoustic conditions is also of great
interest. The estimation performance with a changing RIR from a high (Stairway
with DRR = 9.5 dB) to a low DRR (Lecture with DRR = −3.8 dB) is presented in
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Table 2.7: Normalized processing time of three DRR estimation algorithms using three
minutes of speech material.

Algorithm Proposed Hioka Lu

Processing time 1.0 5.9 3.5
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Figure 2.33: DRR estimation tracking performance of the proposed method under changing
acoustic conditions using two different RIRs: stairway with DRR = 9.5 dB
and lecture room with DRR = −3.8 dB.

Fig. 2.33. We can conclude that the proposed method is capable of converging very
fast in changing DRR conditions at a very low convergence time.

2.3.5 Estimation of Binaural Cues

The human auditory system has a very sophisticated mechanism to analyze the spatial
impression of an acoustic environment by exploiting the binaural cues [Bla96]. This
comprises the ability for distance and direction estimation. Numerous experiments
have shown that the localization in the azimuth plane is mostly based on the interaural
time and level differences of the sound event. The localization in terms of elevation is
carried out with the help of the spectral coloring of the input signals due to the shape
of the outer ear. The distance perception is based on the direct-to-reverberation
energy ratio, cf. [BH99]. Since they are the most important binaural cues for source
localization in the azimuth plane, the main focus of this thesis will be on the Interaural
Time Difference (ITD) and Interaural Level Difference (ILD). The estimation of
these cues is important for both the development and the evaluation of binaural
algorithms. In reverberant sound fields, the reliability of these estimates is not always
guaranteed. The binaural cues are degraded not only by taking values different from
those of the non-reverberant signals, but also by having a larger variance, which
makes the localization of the source ambiguous. Hence, an improved system with an
adaptive threshold will be derived which significantly decreases the variance of the
estimation. The ground truth of the binaural cues is determined as the ones that
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can be estimated from the reverberant signals by focusing only on the time-frequency
portions that are interaurally coherent.

The interaural time difference is defined as the time delay of arrival between the left
and right ear. Assuming a simple model of the head as a spherical torso and a source
in the far field, the ITD can be expressed according to Fig. 2.1 (b) by [Har99]

Δt =
3r

c
sin θ, (2.47)

where r is the radius of the head and c the speed of sound. For an approximate radius
of r = 8.5 cm, the ITD lies in the range −750μs ≤ Δt ≤ +750μs. These maximum
and minimum values are also of interest for the DOA estimator which is incorporated
in the proposed speech enhancement system (see Sec. 4.1.3). The interaural level
difference in dB is given by the level differences of the signals arriving at the left and
right ear:

ΔE = 10 · log10
(
El

Er

)
, (2.48)

with El|r being the energy of the right and left signal xl|r(k), respectively. As a simple
rule-of-thumb, the ITD is relevant for frequencies below and the ILD for frequencies
above 1.5 kHz, cf. [Bla96, Har99].

For situations with only one dominant source, a straightforward method to estimate
the ITD is to calculate the cross-correlation and to measure the time lag of the
maximum [Jef48]; an overview on such time delay estimation techniques can be found
in [CBH06]. The ILD can simply be calculated by the energy ratio as in Eq.(2.48).
However, for multiple sources or reverberant environments, both measures become
unreliable, cf. [FM04].

A promising procedure to improve the estimation robustness for both ITD and ILD
has been published in [FM04], where only cues are selected where the Interaural
Coherence (IC) is above a certain threshold. By this procedure, the algorithm tries
to estimate only the cues of the direct path (which correspond to the clean speech or
free-field cues). This can be seen as a replication of the precedence effect in the human
auditory system which mainly relies on the binaural cues of the first wave front for
azimuth localization, cf. [Bla96]. An improved frame-wise estimation procedure for
ILD cues will be described shortly in the following [JSEV10]. The extension to ITD
estimation is straightforward, the only change is the replacement of the frame-wise
ILD by a frame-wise ITD.

The input signals of both channels are first divided into frames of 20ms (320 samples
at a sampling rate of 16 kHz) with an overlap of 319 samples to allow for a detailed
and precise analysis. These frames are then decomposed into 24 critical bands using
a Gammatone cochlear filterbank [Sla98, PAG95]. The center frequencies are chosen
according to the Glasberg and Moore model [GM90].

For each band with subband index μ′ (μ′ = 1, 2, ..., 24) and corresponding center
frequency fc, the estimation is performed by means of recursive averaging. The



2.3 Estimation of Important Acoustic Parameters 53

signals for each frame λ and subband μ′ are denoted by xl(λ, μ
′, k) and xr(λ, μ

′, k).
The subband ILD is calculated as

ΔE(λ, μ′) = 10 · log10
(
El(λ, μ

′)

Er(λ, μ′)

)
. (2.49)

The energies of the left and right channel are calculated by recursive averages inde-
pendent for each subband

El(λ, μ
′) = α(ILD) ·

K∑
k=1

x2
l (λ, μ

′, k) + (1− α(ILD)) · El(λ− 1, μ′), (2.50a)

Er(λ, μ
′) = α(ILD) ·

K∑
k=1

x2
r(λ, μ

′, k) + (1− α(ILD)) · Er(λ− 1, μ′), (2.50b)

with K being the number of samples in each frame of 20ms duration. The smoothing
factor α(ILD) is determined from the time constant T = 10ms and sampling frequency
fs in Hz as in [FM04]

α(ILD) =
1

T · fs . (2.51)

Since the per-frame ILD estimate ΔE(λ, μ′) gives unreliable results, especially in
reverberant environments, the variance of the estimate should be decreased. One
very attractive possibility is to select only cues with an interaural coherence above
a certain threshold for further evaluation. The IC is estimated by the normalized
cross-correlation given by

γ(λ, μ′) =
Elr(λ, μ

′)√
El(λ, μ′) · Er(λ, μ′)

, (2.52)

where Elr(λ, μ
′) is calculated by

Elr(λ, μ
′) = α(ILD) ·

K∑
k=1

(xl(λ, μ
′, k) · xr(λ, μ

′, k))+(1−α(ILD)) ·Elr(λ−1, μ′). (2.53)

In the following, only cues with an IC above the threshold γthr(μ
′) are used:

ΔEsel(λ, μ
′) = {ΔE(λ, μ′)|γ(λ, μ′) > γthr(μ

′)} . (2.54)

The choice of γthr(μ
′) has a strong influence on the estimation: If γthr(μ

′) is chosen too
low, the cue selection process will be rendered inefficient as no significant reduction
in variance can be achieved. On the other hand, if γthr(μ

′) is chosen too high, the
reliability of the selection will be decreased as just very few signal frames will be
considered for the determination of ΔEsel(λ, μ

′). In terms of reverberant signals,
the necessity for different thresholds per frequency band is motivated by the high
frequency-dependency of the reverberation tail, cf. [JSV09]. For the sake of brevity,
the index μ′ for the threshold is omitted in the following. In [FM04], a fixed threshold
was given depending on the center frequency fc of the frequency band:
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Figure 2.34: ILD estimation: normalized histograms of different cue selection procedures
for a speech source from two different azimuth angles (without and with cue
selection and three different thresholds γthr at center frequency fc = 2584Hz).
The signals are generated using BRIRs of a stairway hall having an average
reverberation time of T60 = 0.82 s. The vertical red dashed lines mark the
correct values for this frequency band (μ′ = 17) in terms of the anechoic cues.

• fc = 500Hz ⇒ γthr = 0.95,

• fc = 2000Hz ⇒ γthr = 0.99.

However, the optimum threshold is not only depending on the center frequency but
also on the azimuth angle of the source signal. In Fig. 2.34, the normalized histograms
of the cue selection according to Eq.(2.54) are depicted for a center frequency of
fc = 2584Hz (corresponds to subband μ′ = 17) and for the two azimuth angles
θ = 0◦ and θ = 30◦. The reverberant speech is generated using eight speech files from
the NTT database [NC94] convolved with binaural room impulse responses measured
with a dummy head in a stairway hall. The vertical red lines mark the correct values
for this frequency band in terms of the anechoic cues. These have been derived by
convolving the same source signal with the (manually segmented) direct path of the
corresponding BRIR.

For an azimuth angle of θ = 0◦, the optimum result, calculated from the direct speech
signals, for the ILD estimation would be 0 dB while it would be −2.78 dB for θ = 30◦.
The estimated ILD is shown for four different cue selection conditions:

• without any selection of cues (γthr = 0),
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• with γthr = 0.95,

• with γthr = 0.97,

• with γthr = 0.99.

It can be seen that for an angle of θ = 0◦, the results do not differ significantly between
the cue selection strategies. Since γthr = 0.99 leads to the smallest variance in the
estimation, it would be the threshold of choice for this case. However, the situation
changes for an angle of θ = 30◦ where the variance without any selection procedure
is quite large and even a threshold of γthr = 0.95 does not lead to a substantial
decrease in variance. A threshold of γthr = 0.99 on the other hand leads to another
issue: the mean of the histogram deviates from the correct value. The reason for
this direction-dependent behavior lies in the strong variation of the DRR for different
azimuth angles as shown later. A decrease in DRR leads to a stronger impact of
diffuse components on the estimation of ILD and ITD.

To allow for a threshold that is better suited for all frequency bands and azimuth
angles, a novel adaptive procedure that makes use of the signal statistics for the deter-
mination of γthr(μ

′) from γ(λ, μ′) is proposed [JSEV10]. The threshold is calculated
as the 90th percentile of all individual values γ(λ, μ′). This procedure guarantees
that the ILD is always estimated from the most reliable values (i.e., the 10% of all
individual values with the highest IC) for ΔEsel(λ) while ensuring that single outliers
never get too much weight in the calculation. For the cases that are depicted in
Fig. 2.34, this procedure leads to a threshold γthr = 0.99 for θ = 0◦ and γthr = 0.98
for θ = 30◦. Similar properties can be observed for the other subbands μ′.

The improved estimator ensures a significant reduction in variance for the ILD esti-
mate leading to more reliable results in accordance with the precedence effect in the
human auditory system. Hence, it will later be used in Sec. 4.1.2 to investigate the
influence of a bilateral dereverberation on the binaural cues. The concept has also
been found beneficial in [CMW11b, Cor11] and is used there to determine the true
ILD for experiments on the binaural cue changes due to noise reduction.

2.3.6 Noise Field Classification

Acoustic environment classification is an important component of modern hearing
aids [HCE+05, Wit01] and various types of speech communication systems such as
mobile phones. Depending on the acoustic environment, the device should auto-
matically adjust the operating mode and control all integrated algorithms. When it
comes to multi-microphone speech enhancement algorithms, e.g., for noise reduction
or dereverberation, it is of significant interest whether the noise field can be charac-
terized as either coherent or diffuse (non-coherent) or as a mixture. This is important
since many algorithms rely, e.g., on a diffuse noise field assumption and hence, do not
show sufficient enhancement performance under other noise conditions and can lastly
degrade the desired signal.
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In the following, a new approach for noise field classification is presented which allows
to estimate the short-term ratio between coherent and diffuse noise (CDR, Ψ(λ, μ))
from a dual-channel noisy observation [JNBV11]. The algorithm is based on an
estimate of the noise field coherence from a noisy speech signal and a subsequent
minima tracking. The algorithm does not require a voice activity detector and gives
reliable estimates even in the presence of speech. Depending on the application, this
ratio can be computed either frequency-dependent or frequency-independent. The
CDR was introduced in case of mixed noise fields in Sec. 2.1.2.2 and used for a blind
DRR estimator in Sec. 2.1.3.2.

The basic principle of the CDR estimator is related to the DRR estimator and utilizes
Eq.(2.40) as well. In contrast to the DRR estimation, here, the direct computation for
the classification of background noise is only possible in segments of speech absence
or in segments with very low speech energy. This applies especially when the diffuse
noise components are dominant, i.e., Ψ ≤ 0 dB (see Fig. 2.4) and would restrict the
application of the CDR estimator to the very limited periods of speech absence. In
the following, it is discussed how to perform a reliable CDR estimation independent
of speech activity. The speech signal is assumed to be the target signal for any
subsequent noise reduction or classification system, i.e., a person standing in front
of an hearing impaired person, or the speech signal emitted from the mouth to a
mobile phone in hand-held or hands-free position. Hence, this speech signal alone
would have a coherence close to one if we assume that the person is located within
the critical distance (high DRR). Besides, we assume that the CDR changes slowly
over time and sudden changes are not taken into account.

For the upcoming simulations, the noise signals are generated using the approach of
[HCG08], where predefined spatial coherence constraints can be employed. In order
to demonstrate the principle of the algorithm, WGN having the same PSD is used for
the coherent and diffuse noise which are mixed at a CDR of Ψ = −9 dB. All signals
are uncorrelated with each other.

For the noisy signal, speech samples which are coherent among the microphones from
the TSP speech database [Kab02] are summed with the mixed noise signals at a
Signal-to-Noise Ratio (SNR)11 of 10 dB. An inter-microphone distance of
dmic = 0.15m is assumed which is a typical distance between two binaural hearing
aids. For simplicity, the head shadowing is neglected for the experiments and the
mixed noise field coherence model given by Eq.(2.18) is used which was derived by
using the free-field diffuse model of Eq.(2.6). It is further assumed that a possible
time-delay of the speech signal among the microphones has been compensated. Such
simulation ensures reproducible results and are required in order to evaluate the CDR
estimation accuracy which would be inherently difficult with measured data. Further
simulation parameters are listed in Table 2.8.

The influence of an additional speech signal to the noise input signal on the coherence
function is illustrated in Fig. 2.35. The estimated coherence for a noise-only and noisy

11Here, the SNR is defined as the ratio between the desired speech signal to the mixture of diffuse
and coherent noise.
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Table 2.8: Main simulation parameters of the novel blind CDR estimation method.

Parameter description Setting

Frame overlap 75% (Hann window)

Thresholds CDR(min) = −20 dB, CDR(max) = 20dB

Smoothing factors α(PSD) = 0.8, α(coh) = 0.5

Minima tracking window length 1.5 s
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Figure 2.35: Coherence of noise (dashed) and noisy speech (solid) with frequency-
independent CDR of Ψ = −9 dB and additive WGN with 10 dB SNR. The
ideal noise field coherence curve of the mixed noise field is computed using
Eq.(2.18) with dmic = 0.15m, Ψ = −9 dB and is marked by the solid red line.
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Figure 2.36: Estimated CDR without minima tracking Ψ̂(μ) and with minima tracking

Ψ̂(min)(μ) for one frequency bin μ = 65 (=̂2 kHz). The signals are mixed with
a fixed CDR Ψ = 6dB and additive WGN with 10 dB SNR.

speech frame is given. In the case of speech absence (dashed black line), the estimated
coherence follows the theoretical red solid line for the given CDR (Eq.(2.18)). When it
comes to a noisy speech signal (solid black line), the estimated noise field coherence is
biased towards higher values. This can be explained since the coherence of the speech
signal alone would be one, as mentioned previously. Furthermore, the speech signal
has the highest energy components for a frequency range up to 3 kHz. Hence, the
estimated CDR would always return values for the mixing ratio which are higher than
the true CDR in segments of speech activity. For very low SNR conditions (< 0 dB),
where the noise signal dominates the overall signal energy, this effect is negligible.

In order to counteract the biased CDR estimate, a minima tracking of the estimated
CDR per frequency bin is performed using a large tracking window of 1.5 s. This
concept is well-known from noise PSD estimation [Mar01a]. Figure 2.36 shows the
estimated CDR over time for one specific frequency bin. In this case the CDR was
set fixed to Ψ = 6dB and the SNR to 10 dB. Depicted is the estimated CDR without
minima tracking Ψ̂ and with minima tracking Ψ̂(min). From this figure, it can be
concluded that the speech signal causes a severe bias to the estimated CDR and
hence, the performance of any subsequent algorithm which relies on this estimate
would be degraded.

The complete CDR estimation algorithm is summarized in Fig. 2.37. The process-
ing is performed for each frame λ and, depending on the application, a frequency-
independent or frequency-dependent CDR estimate can be obtained. For complexity
reasons, fixed smoothing factors for the recursive estimation of the auto- and cross-
PSD and no bias correction as in [Mar01a] are employed. The usage can, however,
reduce the remaining bias between the true and estimated CDR.
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• transform current frame λ into the frequency domain with frequency bin
μ = 1, ..., N

• compute smoothed auto- and cross-PSD
Φ̂x1x1

(λ, μ), Φ̂x2x2
(λ, μ), Φ̂x1x2

(λ, μ) by recursive smoothing (α(PSD));
Eqs.(2.35), (2.36) and (2.37).

• compute coherence Γx1x2
(λ, μ); Eq.(2.3) by recursive smoothing (α(coh))

• compute CDR estimate Ψ̂(λ, μ); Eq.(2.40)

• perform minima tracking to obtain Ψ̂(min)(λ, μ)

• average over frequency

Ψ(λ) =
1

N − μ0

N∑
μ=μ0

Ψ̂(min)(λ, μ) (2.55)

• process next frame λ+ 1

Figure 2.37: CDR estimation algorithm summary. The averaging over frequency is required
only for a frequency-independent CDR estimate.

The overall performance of the proposed CDR estimator with and without the minima
tracking is depicted in Fig. 2.38. The accuracy of the CDR estimate has been increased
significantly by applying a minima tracking to the direct estimate obtained from
Eq.(2.40). For the desired operating range of −9 ≤ Ψ ≤ 9 dB (see above and Fig. 2.4),
the estimator shows sufficient accuracy. Since the ideal diffuse noise field shows a
high coherence for low frequencies (see Fig. 2.4 and Eq.(2.6)), no clear separation
between coherence and diffuse noise is possible. The estimator is only capable for a
frequency-dependent CDR estimation above f0/4, which was confirmed heuristically
by experiments. In further simulations we have shown that the inter-microphone
distance dmic should be equal or greater than 0.02m.

2.3.6.1 Influence of Coherent Noise Direction

It has to be mentioned that the assumption for the angle of the interfering source
of θ = π/2 in the derivation of the CDR estimator (see Eq.(2.18)) does not have an
influence on the estimation performance as shown in Fig. 2.39. In the simulation, a
coherent noise signal from alternative angles was considered. It can be seen that the
simplification in the derivation of the CDR estimator does not affect the estimation
accuracy. Furthermore, the main target applications are (binaural) hearing aids and
dual-microphone mobile phones where an inter-microphone spacing of 15 cm, 10 cm
or 3 cm is assumed and a frame-wise processing with a typical frame length of 20ms.
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Figure 2.38: True and estimated CDR for varying CDR values. The results are averaged
over all frequency bins for each CDR step and averaged over time.
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Figure 2.39: True and estimated CDR for varying angles θ of the coherence noise source.
90◦ indicates frontal direction.
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2.4 Summary

The acoustic properties of the most relevant environments for this thesis where hearing
aids and mobile phones are mostly used were discussed. The analysis of the sound field
coherence and typical values for acoustic parameters such as RT and DRR were given
based on measurements of room impulse responses and recordings of background
noise. Furthermore, efficient algorithms to estimate the most important acoustic
parameters, i.e., short-term noise field coherence, DRR and RT were discussed and
evaluated. Finally, an efficient algorithm to estimate the binaural cues as well as
a novel noise field classification algorithm were presented. In summary, the novel
aspects are:

• an elaborate analysis of the acoustic environment based on measurements and
recordings in realistic scenarios including:

– design of mobile phone mock-up devices and discussions on microphone po-
sitions,

– evaluation of power level differences of speech and noise between the micro-
phones,

– verification of common assumption of homogeneous noise fields,

– investigation of practical values for frequency-dependent RT and DRR,

– proof that room reverberation is audible for mobile phone conversations even
in the hand-held position based on listening tests.

• a new generalized coherence model for mixed diffuse and coherent noise fields.

• the review and evaluation of a binaural coherence model which takes the head
shadowing effects into account.

• an improved method for the onset time detection of a RIR which is more accurate
than common approaches.

• novel models to approximate the frequency-dependency of the RT.

• an extended method to estimate the frequency-dependent RT blindly from a re-
verberant speech signal.

• derivation of a new blind method to estimate the DRR which is superior to state-
of-the-art approaches.

• a improved method to estimate the binaural cues from a reverberant speech signal.

• a robust noise field classification algorithm which is capable to determine the CDR
even in segments of speech presence.

This chapter has given all prerequisites for a deep understanding and design of ad-
vanced speech enhancement algorithms which are considered in the remainder of this
thesis.



3

Joint Dereverberation and

Noise Reduction

Speech signals captured by the microphones of a speech communication device are
often distorted by interfering noise sources as well as room reverberation. Such degra-
dations may reduce the listening comfort and the speech intelligibility. The target of
any speech enhancement algorithm should be a reduction of unwanted background
noise and room reverberation while ensuring that the occurring speech distortions are
as low as possible.

Among the wide variety of speech enhancement algorithms, a predominant principle is
the frequency domain spectral subtraction technique [Bol79], which generally requires

a short-term PSD estimate of the interfering signal Φ̂int(λ, μ). Based on this estimate,
spectral weighting gains G(λ, μ) are calculated and applied to the degraded input
spectral magnitudes by

Ŝ(λ, μ) = X(λ, μ) ·G(λ, μ). (3.1)

The enhanced time-domain signal ŝ(k) is obtained by using the Inverse Fast Fourier
Transform (IFFT) and overlap-add [Cro80]. This general structure of spectral
weighting-based speech enhancement which operates in the frequency domain is de-
picted in Fig. 3.1.

In the context of speech dereverberation and noise reduction, the interfering PSDs are

denoted by Φ̂
(late)
rev (λ, μ) and Φ̂nn(λ, μ), respectively

1. When it comes to noisy and re-

verberant signals, an overall interfering PSD is introduced and denoted by Φ̂int(λ, μ).
In this chapter, dereverberation and noise reduction are considered independently
first, followed by discussions how to efficiently combine different algorithms and es-
timation techniques to allow for a joint reduction of reverberation and background
noise.

1Please note that in literature the term Late Reverberant Spectral Variance (LRSV) is used
alternatively to the short-term late reverberant speech PSD.
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Figure 3.1: Principle of single-channel speech enhancement based on spectral weighting in
the frequency domain.

3.1 Dereverberation

In speech communication systems, room reverberation often leads to a degradation
of speech quality and intelligibility. This especially applies for hands-free devices,
binaural telephone headsets, and digital hearing aids. Especially in the context of
hearing aids and Cochlear Implants (CI), reverberation can greatly reduce the lo-
calization performance and speech intelligibility. Studies in [See11] have shown that
normal hearing participants showed no localization impairments due to reverberation
down to a DRR of −8dB, whereas the localization was already affected at positive
DRRs between 0 and +10 dB for people with a hearing loss.

The effects of room reverberation can generally be categorized into two distinct per-
ceptual components: overlap-masking and coloration. Late reverberation causes
mainly overlap-masking effects, whereas the early reflections are known to cause a
coloration of the anechoic speech signal, cf. [NLT89]. It is well-known that very
early reflections, i.e., a few milliseconds after the onset time of the RIR, can lead
to an increase in intelligibility since they can be partially integrated with the direct
speech signal, cf. [BSP03, WRDK11]. In [SJSV10], artificial very early reverberation
was added to a transcoded speech signal in order to reduce the amount of perceived
speech distortions and to increase the intelligibility, i.e., higher Speech Transmission
Index (STI) [IEC03]. Hence, the very early reflections should not be removed from
the reverberant speech signal.

Many contributions have been made in the past to reduce the effects due to rever-
beration, cf., [Leb99, NG05, Hab07, LV09b, NG10]. Since a joint suppression of
both early and late reverberation is quite challenging, several (single- and multi-
microphone) two-stage algorithms are proposed in the literature. The authors in
[WW06] present an inverse filtering algorithm which maximizes the kurtosis of the
Linear Prediction (LP) residual signal for the reduction of early reverberation, fol-
lowed by a spectral subtraction rule that reduces long-term reverberation. A similar



64 3 Joint Dereverberation and Noise Reduction

Late Reverberant
Speech PSD Est.

Spectral Gain 
Calculation

X(λ, μ)

G(λ, μ)
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Figure 3.2: Principle of single-channel dereverberation based on spectral weighting in the
frequency domain.

approach is described in [GHN08] where spatio-temporal averaging is combined with
a spectral subtraction algorithm.

This section discusses two major dereverberation techniques: Single-channel algo-
rithms which estimate the short-term PSD of the late reverberant speech are intro-
duced and extended in Sec. 3.1.1. This includes methods which rely on statistical
reverberation models as well as approaches that exploit inter-frame correlation. A
key aspect is that all required acoustic parameters such as the RT and DRR are
estimated blindly from the noisy and reverberant input signals. Section 3.1.2 gives
an overview of dual-channel methods which exploit the different coherence proper-
ties of both speech and reverberation. Furthermore, alternative algorithms which
take advantage of the discrete model of speech production are briefly discussed in
Sec. 3.1.3.

Further approaches are not considered in this thesis. Please refer to, e.g., [NG10] and
the references therein.

3.1.1 Estimation of Late Reverberant Speech PSD

The generalized signal model of single-channel speech dereverberation by spectral
weighting is shown in Fig. 3.2 which requires a reliable estimate of the late reverberant

speech PSD Φ̂
(late)
rev (λ, μ). All algorithms in literature which are based on this principle

assume that the direct speech plus a few early reflections and the late reverberant
speech are uncorrelated. However, this statement is only true for small block sizes
as shown by the following experiment. A RIR of a lecture room is decomposed into
its direct speech components plus early reverberation as well as its late reverberant
speech components according to Eq.(2.20) with Tl = 100ms. Figure 3.3 shows in
Subfigure (a) the mean MSC (averaged over all frequency bins and frames) between
the direct speech components and the late reverberant speech component over a
varying block size for the MSC calculation. It can be seen that the direct and late
reverberant speech are only uncorrelated for small block sizes, e.g., the considered
20ms.

Subfigure (b) shows the results for a fixed block size of 20ms and a varying late
reverberant time span Tl. From this figure it can be concluded that for a small block
size, the correlation can be neglected for Tl > 10ms.
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Figure 3.3: Correlation between direct and late reverberant speech. (a) mean MSC over
block size with Tl = 100ms, (b) mean MSC over the late reverberant time
span.

3.1.1.1 Estimation using Statistical Reverberation Models

An efficient dereverberation algorithm based on a statistical model of late reverber-
ation (see [Pol88] and Sec. 2.1.3.3) has been proposed first in [Leb99] and was later
refined in [LBD01]. The basic idea is to estimate the PSD of the late reverberant
speech components and to formulate a weighting rule that aims to suppress late re-
verberant speech components while leaving the direct speech and early reflections
unaltered.

This subsection briefly describes an improved single-channel algorithm based on
[LBD01] which utilizes a generalized statistical model of the room impulse response
according to [HGC09] (see Sec. 2.1.3.3). This generalization allows to use the al-
gorithm also in situations where the source is located within the critical distance.
Possible extensions to binaural outputs are discussed in the application Sec. 4.1.

As discussed in Sec. 2.1.3, a room impulse response can be decomposed into the
two distinctive components hearly(k) and hlate(k) according to Eq.(2.20). Hence, the
reverberant signal x(k) can be decomposed into its early and late reverberant speech
components xearly(k) and xlate(k) by

x(k) =

Tlfs−1∑
n=0

s(k − n)h(n)︸ ︷︷ ︸
xearly(k)

+

Trfs∑
n=Tlfs

s(k − n)h(n)

︸ ︷︷ ︸
xlate(k)

, (3.2)
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where the corresponding DFT spectra are termed Xearly(λ, μ) and Xlate(λ, μ), respec-
tively. An estimate of the late reverberant speech PSD can be obtained by means of a
simple statistical model for the room impulse response. Based on Eq.(2.28), it can be
shown that the late reverberant component xlate(k) (or Xlate(λ, μ)) can be modeled
as an uncorrelated noise process (see Fig. 3.3(a) and [LBD01]). An estimator for the
short-term PSD of the late reverberant speech is given in [LBD01] by

Φ̂(late)
rev |LB(λ, μ) = e−2ρTl · Φ̂xx(λ−Nl, μ), (3.3)

with the PSD Φ̂xx(λ, μ) of the reverberant speech obtained by recursive smoothing
(using Eq.(2.35) with α(xx)) and Nl the number of frames corresponding to Tl. From
Eq.(3.3) it can be seen that the estimator requires knowledge about the decay rate
or reverberation time which was assumed to be frequency-independent in the original
implementation, i.e., ρ = const ∀μ. In the experiment section it will be shown how
this affects the estimation accuracy.

The major limitation of this estimator is the usage of the statistical model which is
only valid when the direct path energy is smaller than the energy of all reflections
(DRR< 0 dB, within the critical distance). Based on the generalized statistical RIR
model Eq.(2.30), an improved estimator for the late reverberant speech PSD can be
expressed by [HGC09]

Φ̂(late)
rev |HB(λ, μ) = (1− κ(μ)) · e−2ρ(μ)Tl · Φ̂(late)

rev |HB(λ− 1, μ)

+ κ(μ)e−2ρ(μ)Tl · Φ̂xx(λ−Nl, μ).
(3.4)

The constant κ(μ) (0 ≤ κ(μ) ≤ 1) is inversely proportional to the direct-to-
reverberant energy ratio [HGC09] and the decay rate is now dependent on the fre-
quency. In contrast to Eq.(2.25), the DRR must be given in linear scale in this

equation. Φ̂xx(λ, μ) is calculated as in Eq.(3.3). Please note that for the special case
κ(μ) = 1 ∀μ, the estimator in Eq.(3.4) reduces to the approach of [LBD01] given by
Eq.(3.3).

Recently, a new estimator has been proposed in [EH11] which is based on the decaying
cosine RIR model given by Eq.(2.33).

3.1.1.2 Estimation Exploiting Long-Term Correlation

The algorithm proposed in [EH09, EH10]2 exploits the property that reverberation
increases the correlation between successive speech samples and successive DFT co-
efficients, respectively. The basic idea is to approximate the late reverberant speech
components by a weighted sum of J previous DFT coefficients which are spaced P
frames apart according to

X̃late(λ, μ) =

J∑
j=0

cj(μ)S(λ−Δ− jP, μ), (3.5)

2The author would like to thank Jan Erkelens for helpful discussions and for providing a MATLAB
reference implementation.
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Figure 3.4: Rayleigh distribution used as approximation of equalized impulse response with
ν = −5 as in [WW06] over frame index λ.

with frequency-dependent coefficients cj(μ) and interval Δ which is introduced to
skip early reverberation. In the practical implementation where S(λ, μ) is not given,
Eq.(3.5) is predicted by

X̂late(λ, μ) =
√
B

J∑
j=0

ĉj(μ)Ŝ(λ−Δ− jP, μ). (3.6)

The correction factor B is introduced to compensate the bias of the estimate and
Ŝ(λ, μ) are the previously enhanced DFT coefficients. The PSD of the late reverberant

speech Φ̂
(late)
rev |EK(λ, μ) is computed by recursive smoothing of X̂late(λ, μ) over time.

All further steps how to estimate the unknown quantities in Eq.(3.6), i.e., B and
ĉj(μ) are described in [EH09, EH10]. Even though this estimator does not require
explicit knowledge of the RT or DRR, the choice of the prediction order is somehow
related to the RT.

3.1.1.3 Alternative Approaches

In [WW05, WW06] it is assumed that the power spectrum of the late reverberant
speech components is a smoothed and shifted version over time of the inverse-filtered
speech using the true inverse RIR. The dereverberated speech signal is estimated
by convolving the reverberant signal by an approximation of an equalized impulse
response w(λ) with frame index λ. This is given by a Rayleigh distribution shape of
w(λ) with fixed parameters, independent of frequency. A spectral subtraction rule
is presented which uses this inverse-filtered speech as the late reverberant interfering
components. The estimated late reverberant speech PSD reads [WW06]

Φ̂(late)
rev |WW(λ, μ) = γ(WW)w(λ−Nl) ∗X(λ, μ), (3.7)

withNl as in Eq.(3.3) and scaling constant γ(WW). The shape of the equalized impulse
response is approximated by a Rayleigh distribution as

w(λ) =

{
λ+ν
ν2

exp(−(λ+ν)2

ν2
) for λ < −ν

0 otherwise,
(3.8)
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with spreading parameter ν (ν < Nl), which is chosen heuristically.

A further approach presented in [FK07] states that, due to the long smearing effects
of room reverberation, the PSD of the late reverberant speech components of current
frame λ is given by the sum of the filtered versions of the previous LRT frames (LRT

is the number of frames corresponding to T60 ). This, however, requires an estimate
of the reverberation time. The estimated PSD of the late reverberant speech is given
by [FK07]

Φ̂(late)
rev |FK(λ, μ) ≈

LRT∑
l=0

|γ(FK)(λ, μ)|2 |X(λ− l)|2, (3.9)

where the coefficients of the late reverberant speech γ(FK)(λ, μ) are estimated by

γ(FK)(λ, μ) =
X(λ, μ)X∗(λ− LRT, μ))

|X(λ− LRT, μ)|2 . (3.10)

An additional recursive smoothing over time with constant α(FK) is employed.

3.1.1.4 Spectral Weighting Rules

The weights for the suppression of late reverberation can be calculated, e.g., by a
spectral magnitude subtraction rule

GSS(λ, μ) = 1− 1√
η(λ, μ)

, (3.11)

where the required a posteriori Signal-to-Interference Ratio (SIR) is calculated by

η(λ, μ) =
|X(λ, μ)|2
Φ̂

(late)
rev (λ, μ)

. (3.12)

A lower bound Gmin is applied to all weighting gains to counter overestimation of

Φ̂
(late)
rev (λ, μ).

Additionally, the Wiener filter rule is considered and the a priori SIR is estimated
by means of the Decision-Directed Approach (DDA) [EM84] according to

ξ(λ, μ) = α(DDA) |Ŝ(λ− 1, μ)|2
Φ̂

(late)
rev (λ− 1, μ)

+ (1− α(DDA)) ·max(η(λ, μ)− 1, 0)) (3.13)

with smoothing factor α(DDA). The Wiener filter is then expressed by

GWF(λ, μ) =
ξ(λ, μ)

1 + ξ(λ, μ)
. (3.14)

Alternatively, an MMSE log-spectral amplitude estimator (MMSE-LSA) as proposed
in [Hab07, Hab10] can be employed. The reader is referred to, e.g., [Loi07, VM06]
for further spectral weighting rules.
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3.1.2 Dereverberation Using the Coherence Function

The principle of coherence-based dereverberation algorithms is to exploit the different
coherence properties of the desired speech and room reverberation. The low coher-
ence between the two microphones of the interfering signals (diffuse background noise
and reverberation) is used to estimate the (direct) speech PSD and to remove all
non-coherent signal parts while keeping the coherent parts unaffected. Since only the
direct speech shows a high coherence among sensors as shown later, this approach
also reduces (non-coherent) early reverberation. At the same time, very early rever-
beration which is coherent between the microphones is not altered.

A further advantage is that no estimation of room acoustic parameters (e.g., T60,
DRR) is required and that a priori information about the sound field can significantly
improve the effectiveness of the algorithm. Please note that this class of algorithms is
capable of reducing both (non-coherent) room reverberation and diffuse background
noise.

The usage of any coherence-based speech enhancement algorithm generally assumes
that the source-microphone distance is smaller than the critical distance. Therefore,
the speech signals captured by the two microphones x1|2(k) are mutually correlated,
i.e., the MSC between the two microphone signals is close to one. This assump-
tion can be fulfilled mostly for hearing devices and close talking telephone devices.
Furthermore, the algorithm requires a short-term estimation of all required PSDs
with a block length much smaller than the length of the room impulse response (see
Sec. 2.3.1). The general structure is shown in Fig. 3.5, where the spectral weighting
gains G(λ, μ) are determined based on the two input channels.

In contrast to the decomposition of the reverberant signal in Eq.(3.2), we will now
consider a division into its direct components (Td < 2ms)3 and reverberation com-
ponents (Td ≥ 2ms). For the sake of simplicity, the decomposition is given for the
monaural case only, as an extension for each of the two (possibly binaural) channels
can be performed in the same manner. The decomposed input signal x(k) can be

3The boundary is chosen such that the onset time plus 2ms marks the direct speech components
without early reflections but including very early reverberation.
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Figure 3.6: MSC of direct speech and speech reverberation (without head). Theoretical
curves (solid) and measured curves (dashed) for the parameters: dLM = 0.17m,
T60 = 0.81 s.

expressed by

x(k) =

Td·fs−1∑
n=0

s(k − n)h(n)︸ ︷︷ ︸
xdirect(k)

+

Lr·fs∑
n=Td·fs

s(k − n)h(n)

︸ ︷︷ ︸
xreverb(k)

, (3.15)

where the time span of the direct sound (including sound propagation) is given by Td

(see also Eq.(2.25)). While in Sec. 3.1.1.1 the early speech component xearly(k) was
the target signal, now the direct speech component xdirect(k) is the target signal.

Let us now regard the MSC of the two components as illustrated in Fig. 3.6, where the
curves have been generated as follows. First, two measured room impulse responses
(without dummy head) have been decomposed manually into direct and reverbera-
tion components. Afterwards, speech data of 8 s duration from the NTT database
has been convolved with each of the RIRs resulting in separate direct and reverber-
ation signals for each channel. Finally, the MSC between the two channels (left and
right) has been calculated for both components and is plotted in the range 1− 4 kHz.
The upper dashed line in Fig. 3.6 shows the MSC of the direct speech component
(Cxdirect,1xdirect,2

(Ω)) while the lower dashed curve shows the MSC of the reverbera-

tion speech component (Cxreverb,1xreverb,2
(Ω)). The solid lines give the corresponding

theoretical coherence function. As a high amount of direct speech is assumed, the
theoretical coherence for the direct speech is one for all frequencies. The lower solid
line gives the theoretical curve for an ideal diffuse sound field according to Eq.(2.6)
with dmic = 0.17m. As seen from the figure, the assumptions having made about
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the coherence of direct speech and speech reverberation are valid. Since the reverber-
ation components received by the microphones can be represented by two additive,
uncorrelated noise sources, the terms noise and reverberation components are used
interchangeably in the following.

Based on the early work in [Dan68], a first practical realization of a coherence-based
algorithm for the purpose of speech dereverberation was presented in [ABB77]. The
spectral weights are determined directly from the estimated auto- and cross-PSDs.
In [ABB77], two alternative spectral weighting gains are calculated by

G
(I)
AL(λ, μ) =

|Φ̂x1x2
(λ, μ)|

1
2

(
Φ̂x1x1

(λ, μ) + Φ̂x2x2
(λ, μ)

) , (3.16)

G
(II)
AL (λ, μ) =

|Φ̂x1x2
(λ, μ)|√

Φ̂x1x1
(λ, μ) · Φ̂x2x2

(λ, μ)
, (3.17)

where the hat-operator {̂·} indicates an estimate of the auto- and cross-PSD terms
using Eqs.(2.35),(2.36),(2.37). A similar approach using the magnitude squared co-
herence weighting gains is proposed in [Pei92].

An improved coherence-based spectral weighting rule was initially derived in [MB03]
for the purpose of speech denoising in diffuse noise fields. In [JV10, JSEV10], the
dereverberation performance was evaluated and an extension to a binaural output
system which also takes the head shadowing into account was proposed. In the
remainder this novel method is introduced and extended.

A common framework for speech enhancement is based on the optimal Minimum
Mean Square Error (MMSE) criterion, cf., [VM06]. It turns out that the optimal
weighting gains are given by the Wiener solution

G(λ, μ) =
Φss(λ, μ)

Φss(λ, μ) + Φnn(λ, μ)
, (3.18)

where Φss(λ, μ) denotes the auto-PSD of the original (undisturbed) signal and
Φnn(λ, μ) the auto-PSD of the additive noise component. As discussed previously,
the term Φnn(λ, μ) is also referred to the auto-PSD of the speech reverberation com-
ponent.

For calculating the optimal postfilter coefficients in multi-microphone systems, sev-
eral approaches have been presented in the past. They all have in common that the
estimation procedure is optimized for a specific sound field model. A well-known tech-
nique by Zelinski assumes a perfectly incoherent sound field and hence, uncorrelated
noise at different sensors [Zel88]. Since this assumption does not hold in real sound
fields, an improved approach was presented by McCowan in [MB03] who suggested to
use a model of the coherence for a spherically isotropic (diffuse) sound field (Eq.(2.6)).
Assuming the same noise PSD across sensors, i.e., homogeneous noise field, as well
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as time-aligned signals, the auto- and cross PSDs read

Φx1x1
(λ, μ) = Φss(λ, μ) + Φnn(λ, μ) (3.19)

Φx2x2
(λ, μ) = Φss(λ, μ) + Φnn(λ, μ) (3.20)

Φx1x2
(λ, μ) = Φss(λ, μ) + Γn1n2

(Ω)Φnn(λ, μ), (3.21)

where Γn1n2
(Ω) is a model of the noise field coherence. Since the employed models are

real-valued, e.g., using Eq.(2.6), the cross-PSD Φx1x2
(λ, μ) is necessarily real-valued

in the derivation. In the practical implementation, where Φx1x2
(λ, μ) is estimated

from the input signals, the imaginary part of the complex value is discarded as in
[MB03] which does not alter the performance.

The average PSD of the two channels can be expressed by the arithmetic mean

Φss(λ, μ) + Φnn(λ, μ) =
1

2

(
Φx1x1

(λ, μ) + Φx2x2
(λ, μ)

)
(3.22)

which can be rearranged to

Φnn(λ, μ) =
1

2

(
Φx1x1

(λ, μ) + Φx2x2
(λ, μ)

)− Φss(λ, μ). (3.23)

By reordering Eq.(3.21) to

Φnn(λ, μ) =
Φx1x2

(λ, μ)− Φss(λ, μ)

Γn1n2
(Ω)

(3.24)

and by combining it with Eq.(3.23) leads to an estimate of the original (undistorted)
signal auto-PSD [MB03, JV10, JSEV10]

Φ̂(I)
ss (λ, μ) =

Φ̂x1x2
(λ, μ)− 1

2 Γn1n2
(Ω)

(
Φ̂x1x1

(λ, μ) + Φ̂x2x2
(λ, μ)

)
1− Γn1n2

(Ω)
. (3.25)

Since the denominator should not be negative, a maximum threshold Γmax for the
coherence function has to be applied to ensure that 1 − Γn1n2

(Ω) ≥ 0 holds for the
denominator. The resulting spectral weights of the Wiener filter given by Eq.(3.18)
can now be calculated with Eqs.(3.25),(3.22) as

G
(I)
MC(λ, μ) =

Φ̂
(I)
ss (λ, μ)

1
2

(
Φ̂x1x1

(λ, μ) + Φ̂x2x2
(λ, μ)

) . (3.26)

As an alternative to the arithmetic mean of the two noise PSDs (Eq.(3.22)) in the
derivation of Eqs.(3.25),(3.26), it is proposed to use the geometric mean instead.
This averaging has also been found beneficial in dual-channel noise PSD estimation,
cf. [DE96]. The geometric mean is more robust towards large differences of the two
auto PSDs, i.e., in the case Φx1x1

(λ, μ) 	 Φx2x2
(λ, μ) or Φx2x2

(λ, μ) 	 Φx1x1
(λ, μ),

and ensures larger spectral weighting gains and hence, less speech attenuation.
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The insertion of the geometric mean

Φss(λ, μ) + Φnn(λ, μ) =
√

Φx1x1
(λ, μ) · Φx2x2

(λ, μ) (3.27)

leads to

Φ̂(II)
ss (λ, μ) =

Φ̂x1x2
(λ, μ)− Γn1n2

(Ω)
√
Φ̂x1x1

(λ, μ) · Φ̂x2x2
(λ, μ)

1− Γn1n2
(Ω)

, (3.28)

and

G
(II)
MC(λ, μ) =

Φ̂
(II)
ss (λ, μ)√

Φ̂x1x1
(λ, μ) · Φ̂x2x2

(λ, μ)
. (3.29)

The spectral weights are further confined by a lower threshold Gmin for robustness
against underestimation errors of Φ̂ss(λ, μ) and to control the amount by which re-
verberation is attenuated.

The crucial point is now to select a suitable model for the sound field coherence
Γn1n2

(Ω) in Eqs.(3.25),(3.28). For an ideal diffuse sound field with a line-of-sight be-
tween two microphones, the optimal solution is the model given by Eq.(2.6). However,
when it comes to binaural signal processing where no line-of-sight between the mi-
crophones can be assumed, this model is not appropriate. Since the head-shadowing
has a severe impact on the coherence, it is proposed to use the coherence model for
a binaural spherically isotropic sound field as described in Sec. 2.2.1.1 and App. B.

Since the main field of operation are binaural hearing aids, an extensive discussion
on the application of this class of algorithms is given in Sec. 4.1.

3.1.3 Alternative Approaches

Several algorithms for speech dereverberation based on a discrete model of speech
production have been proposed in the past [JV09a]. They are based on a simplified
model consisting of an excitation source and a time-varying vocal tract filter, cf.
[VM06]. The corresponding model parameters are estimated by means of Linear
Prediction (LP) techniques. In order to reduce the effect of room reverberation, the
spectral envelope as well as the excitation signal can be modified.

Early studies in [YM00] apply an adaptive time-domain weighting function to the
LP residual. This should emphasize regions with a high Signal-to-Reverberant En-
ergy Ratio (SRR) and attenuate low SRR regions. A different approach in [GMF01]
exploits the kurtosis of the LP residual, which is an indicator for the peakedness.
While it has a more Gaussian distribution (smaller kurtosis) in reverberant environ-
ments, the kurtosis becomes larger with decreasing reverberation times. An adaptive
filter is designed to maximize the kurtosis and hence, to minimize the effect of re-
verberation. In [WW06] this method is, with some modifications, combined with a
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spectral subtraction dereverberation method. [PdLN11] investigates the optimal pa-
rameters and defines an improved stopping criterion for the adaptive filter. A further
method named Spatiotemporal averaging Method for Enhancement of Reverberant
Speech (SMERSH) is described in [GNW04]. The objective is to reduce unwanted
peaks in the LP residual by averaging the residual signal between consecutive cycles of
opening and closing of the glottis (larynx cycle) while excluding the segments around
the glottal closure instances (GCI) [GNW04]. Estimation of the GCI is performed
and the LP residual is multiplied in the time-domain with a cosine window having
the length of one larynx cycle. Afterwards, averaging over the nearest neighboring
cycles is carried out. This technique is performed on voiced speech only where a
pulse-like excitation is assumed. Since it leaves unvoiced speech unaffected, a further
improvement was presented in [TGGN07]. An equalization filter is applied to perform
the equivalent operation of temporal averaging on unvoiced and silence speech. In
[GB99] a wavelet clustering algorithm is applied to the LP residual. The basic idea is
to cluster the multiple channel signals according to their wavelet extrema to obtain a
single residual signal. This is synthesized to obtain a dereverberated signal. The same
authors suggest in [GB01] to perform a rough estimate of the room impulse response
for each channel in a multi-channel approach. A weighting function is computed for
each channel by applying a matched filter type operation. Each weighted residual sig-
nal is then aligned and added. In [JV09b] the application of the postfilter algorithm
used in CELP speech codecs for the purpose of speech dereverberation was discussed.
It is shown that in case of a reverberant signal, the amplitudes of the unwanted peaks
in the excitation signal are attenuated and that this approach is capable of reducing
early reverberation.

In experiments conducted in this thesis and in [JV09a], the dereverberation per-
formance of this class of algorithms was found to be very limited compared to the
abovementioned concepts. Since most of the source-model based algorithms introduce
also a high amount of audible speech distortions, they will no longer be considered in
the remainder of this work.

3.1.4 Performance Evaluation

In order to evaluate the performance of the discussed dereverberation concepts, exper-
iments with different (binaural) room impulse responses from the AIR database were
carried out. To cover a wide scenario, 11 different RIRs from the stairway, lecture
room and office were convolved with a sequence of 3min. speech material from the
TSP database. Before evaluation, the levels of the processed signals are normalized
to −26 dBov using the ITU-T Rec. P.56 speech voltmeter [ITU93]. Silence periods
have been removed before evaluation using the VAD of the AMR-WB speech codec
[3GP04c].

3.1.4.1 Estimation Accuracy: Late Reverberant Speech PSD Estimators

This section compares the performance of the five presented algorithms to estimate
the PSD of the late reverberant speech:
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• LB: using a statistical model (Sec. 3.1.1.1, [LBD01]),

• HB: using a generalized stat.model (Sec. 3.1.1.1, [HGC09]),

• EK: exploiting inter-frame correlation (Sec. 3.1.1.2, [EH10]),

• WW: inverse filtering approach (Sec. 3.1.1.3, [WW06]),

• FK: weighted sum approach (Sec. 3.1.1.3, [FK07]).

The performance is evaluated in terms of the log-error distortion measure between

the estimated PSD Φ̂
(late)
rev (λ, μ) and a reference Φ

(late)
rev (λ, μ).

As introduced for the evaluation of noise PSD estimation algorithms in [GH11], the
measures are separated into overestimations and underestimations. The overall error
is given by the sum of the individual measures. This procedure has the great advan-
tage to distinguish between overestimations which, when applied to speech enhance-
ment, mainly cause speech distortions and underestimations which mainly result in
remaining spurious time-frequency bursts which are perceived as musical noise. The
corresponding measures are given by

logErrOver =
1

KM

K∑
λ=1

M∑
μ=1

∣∣∣∣∣min

(
0, 10 log10

[
Φ

(late)
rev (λ, μ)

Φ̂
(late)
rev (λ, μ)

])∣∣∣∣∣ , (3.30)

logErrUnder =
1

KM

K∑
λ=1

M∑
μ=1

max

(
0, 10 log10

[
Φ

(late)
rev (λ, μ)

Φ̂
(late)
rev (λ, μ)

])
, (3.31)

logErr = logErrOver + logErrUnder, (3.32)

with total number of frames K. The ideal PSD Φ
(late)
rev (λ, μ) is obtained using the true

reverberant periodograms Xlate(λ, μ) smoothed over frames λ with smoothing factor
α(ideal). Relevant settings are given in Table 3.1.

The results are shown in Fig. 3.7 for three different scenarios: stairway, lecture room
and office. Plotted are: (left) overall estimation errors, (middle) overestimations,
(right) underestimations. All results are obtained with ideal, frequency independent
RT and DRR values, where applicable. The main result is that, among the compared
five methods, the estimator HB shows the best overall performance. The difference
between LB and HB is that, when the DRR becomes positive, strong overestimations
occur for LB, which is in accordance with the findings in [HGC09]. The FK method
shows the highest estimation errors and result in a high degree of overestimations,
which results in a high amount of audible speech distortions. In contrast to that,
the WW algorithm leads to less overestimation errors but the resulting high under-
estimations are audible in terms of disturbing musical tones. For the evaluation, the
first 30 s and hence, the transition period after initialization has been neglected. An
analysis of this period has shown that the EK algorithm requires, depending on the
parameters and prediction order, 10 − 30 s for the adaptation. All other algorithms
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(a) Stairway (T60 = 0.82 s).
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(b) Lecture room (T60 = 0.81 s).
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(c) Office (T60 = 0.51 s).

Figure 3.7: Performance comparison of five different late reverberant speech PSD estima-
tors in three different rooms. Plotted are the overall estimation errors (left),
overestimations (middle) and underestimations (right).
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Table 3.1: Main simulation parameters of late reverberant speech PSD estimation algo-
rithms.

Algorithm Parameter description Setting

all Smoothing factor used for ideal PSD calculation α(ideal) = 0.9

LB/HB Smoothing factor used for reverberant speech PSD α(xx) = 0.9

LB/HB Late reverberant time span Tl = 80ms

EK Prediction interval (in frames) P = 2

EK Prediction order (in frames) J = 30

EK No. of frames back that late rev. is assumed to start Δ = 2

WW Spreading parameter (Rayleigh distribution) ν = 5

WW Attenuation factor γ(WW) = 0.35

FK Smoothing factor α(FK) = 0.85

behave quite similar and show a much shorter period of only a few seconds. For appli-
cations where a very low computational complexity is required and small distortions
of the processed speech signal can be tolerated, the WW method is proposed to be
used since it requires no knowledge about RT and DRR.

In the following experiments, the HB algorithm is evaluated in more detail. First, the
benefit of a frequency-dependent RT estimation compared to a frequency-independent
estimation is shown. For this experiment, the estimation error over frequency was
measured in the corridor location, where for each frequency bin the average over
consecutive frames was considered. In contrast to the previous experiments, the re-
quired RT is estimated blindly from the reverberant input signal (see Sec. 2.1.3.1)
frequency-independent and frequency-dependent in three subbands using the pro-
posed approximation model (RT Model 2, Eq.(2.39)). In average, over frequency only
an improvement of 0.2 dB was observed when estimating the RT frequency-dependent.
However, when regarding the estimation error plot over frequency in Fig. 3.8, a signif-
icant improvement for the higher frequency range can be observed. The results are in
accordance with the RT over frequency shown in Fig. 2.27 (d), where the red solid line
indicates high overestimations of the RT for higher frequencies if a frequency indepen-
dent value for the RT is used. Hence, it is suggested to perform a frequency-dependent
RT estimation in order to reduce the amount of speech distortions. Additionally, the
influence of a frequency-dependent blind DRR estimation (using Eq.(2.45)) compared
to the averaged (over frequency), frequency-independent blind DRR estimate (using
Eq.(2.46)) was evaluated. It turned out that the usage of the frequency-dependent
DRR estimator results only in a small decrease of the estimation error. Thus, due
to a more efficient implementation, the frequency-independent method is used in the
remainder of this work.

In the last experiment, the influence of possible estimation errors of the RT and DRR
on the estimation accuracy of the HB algorithm is regarded. The left subfigure in
Fig. 3.9 shows the logarithmic error over the RT estimation error in percent, where
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Figure 3.8: Influence of frequency-dependent RT estimation compared to frequency-
independent RT estimation on the overestimation error for the HB algorithm
(Corridor: BT phone, dLM = 0.1m, T60 = 1.12 s, DRR = 12.71 dB).

0% indicates the use of the true RT. It can be seen that underestimations of the RT
(negative percent values) result in underestimations whereas overestimations of the
RT lead to a strong overestimation of the late reverberant speech PSD. The corre-
sponding effects of the DRR estimation accuracy is shown in the right subfigure where
the opposed effect can be observed, i.e., DRR underestimations lead to PSD overes-
timations and DRR overestimations to PSD underestimations. From this experiment
it can be concluded that the parameter estimation has a significant influence on the
estimation accuracy of the late reverberant speech PSD estimator and it has to be
ensured that RT overestimations and DRR underestimations have to be limited to
the greatest possible extent.

The evaluations in this section have shown that the HB algorithm gives the best
performance among state-of-the-art estimators of the PSD of the late reverberant
speech signal. It was demonstrated that taking the proposed frequency-dependent
blind RT estimation procedure introduced in Sec. 2.3.3.1 into account is beneficial
in terms of computational complexity and lowers the estimation error. Besides, the
DRR estimator proposed in Sec. 2.3.4 is capable to estimate reliable values of the DRR
and is beneficial for an integration into the HB method. By means of the proposed
modifications, this estimator gives very reliable results and has the great advantage
that all required acoustic parameters are estimated blindly from the reverberant input
signals.

The same tendency was observed when evaluating the dereverberation performance
in terms of objective speech quality measures. Such results are given later in the
application chapter.

3.1.4.2 Dereverberation Performance: Coherence-Based Algorithms

For an objective evaluation of the discussed coherence-based dereverberation con-
cepts, the non-intrusive measurement based on the SRMR is employed [FC08, FZC10].
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Figure 3.9: Influence of RT and DRR estimation errors (left and right) on the estimation
accuracy of the HB method. The parameter estimation error is given in percent
where 0% indicates perfect estimation. The results are obtained using RIRs of
the stairway hall.

Table 3.2: Main simulation parameters of coherence-based dereverberation algorithms.

Algorithm Parameter description Setting

all Smoothing factor α(PSD) = 0.9

MC Threshold Γmax = 0.99

It is calculated by means of a gammatone filterbank analysis of temporal envelopes of
the speech signal and shows a good correlation with subjective ratings of the overall
speech quality and intelligibility. The considered ΔSRMR indicates an improvement
compared to the reverberant speech if the value is positive. Furthermore, the increase
in DRR (ΔsegDRR) as well as the noise attenuation (NA) minus speech attenuation
(SA) measure (NA-SA) is used. Please refer to App. C for a detailed definition of
the quality measures. All results were confirmed by informal listening tests. Main
simulation settings are given in Table 3.2.

The results of the five considered coherence-based dereverberation algorithms:

• AL(I): Eq.(3.16) [ABB77],

• AL(II): Eq.(3.17) [ABB77],

• ZE: incoherent noise field; Eq.(3.26) with Γn1n2
(Ω) = 0 [Zel88],

• MC(I): diffuse noise field and arithmetic averaging;
Eq.(3.26) with Γn1n2

(Ω) = sinc (Ωfsdmic/c) [MB03],

• MC(II/Proposed): diffuse noise field and geometric averaging;
Eq.(3.29) with Γn1n2

(Ω) = sinc (Ωfsdmic/c),

are shown in Fig. 3.10. From this experiment it can be concluded that the AL(I),
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(a) Stairway (T60 = 0.82 s).
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(b) Lecture room (T60 = 0.81 s).
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(c) Office (T60 = 0.51 s).
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Figure 3.10: Performance comparison of coherence-based dereverberation algorithms.
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AL(II) and ZE algorithm show a quite similar performance. In terms of the em-
ployed coherence model, the usage of the diffuse sound field model (MC) instead of
the incoherent sound field model (ZE) increases the performance significantly. The
MC algorithms MC(I) and MC(II) give the best results in terms of reverberation
suppression and speech distortions. In average, the proposed geometric mean of the
noise PSDs (MC(II)) leads to a better SRMR performance while achieving a lower
speech attenuation.

3.2 Noise Reduction

Algorithms for the reduction of background noise are nowadays essential components
in many speech communication systems. Most mobile phones and hearing aids have
integrated single- or multi-microphone algorithms to enhance the speech quality in
adverse environments. As for the speech dereverberation, noise reduction algorithms
that are based on spectral weighting techniques require knowledge of the PSD of the
interfering background noise.

In this section two novel dual-channel noise PSD estimators are presented which are
derived explicitly for the application in hearing aids and mobile phones, respectively.
Additionally, a new spectral weighting rule for mobile phone applications is intro-
duced.

3.2.1 Estimation of Background Noise PSD

During the last decades, different single- and multi-microphone short-term noise PSD
estimators have been proposed. A predominant single-channel algorithm is based on
Minimum Statistics (MS) [Mar01a] which tracks the minimum of the PSD of the noisy
input signal over a large window with a duration of typically 1.5 s. Disadvantages
of this and related approaches are a high computational complexity, memory con-
sumption, and the difficulties in estimating non-stationary noise. A low complexity
single-channel MMSE-based algorithm that is also capable of tracking non-stationary
noise has recently been proposed in [HHJ10]. The algorithm was further improved in
[GH11] and is denoted as Speech Presence Probability (SPP) approach in the follow-
ing.

Multi-channel noise PSD estimators for systems with two or more microphones have
not been studied very intensively. In [DE96], a dual-channel spectral subtraction
algorithm is proposed which uses the left and right signals of a binaural hearing aid
system to estimate the noise PSD. However, this algorithm assumes uncorrelated
noise between the different microphones which results in an underestimation of the
noise PSD in realistic conditions [Ham02]. A further binaural estimator based on
[DE96] was proposed in [KPB09] which is explicitly designed for binaural hearing
aids. An alternative dual-channel approach [CK11] is based on a GSC beamformer
and uses basically the output of the noise canceler for the noise PSD estimation.

A further overview of state-of-the-art algorithms and comparison results can be found,
e.g., in [MSK97, TTM+11, HJN+11].
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3.2.1.1 Noise PSD Estimation Based on Power Level Difference

The motivation for the novel PLD-based noise PSD estimator, which is termed as
Power Level Difference Noise Estimator (PLDNE), is given by measurements of mo-
bile devices in the BT microphone configuration (see Sec. 2.2.2). The main idea is
to exploit explicitly the power level differences of the desired speech signal between
the two microphones [JHN+12, Her11]. Hence, this algorithm is only suitable for
applications where a certain power level difference of the desired signal between the
two microphones exists, e.g., mobile phones where a secondary microphone is placed
on the top of the device.

Two important assumptions are the existence of a homogeneous noise field, as well
as a sufficient attenuation of the desired speech signal between the two microphones
of, e.g., 10 dB.

In a first step, the normalized difference of the power spectral density
0 ≤ ΔΦPLDNE(λ, μ) ≤ 1 of the noisy input is calculated for every frequency bin
μ by

ΔΦPLDNE(λ, μ) =

∣∣∣∣∣ Φ̂x1x1
(λ, μ)− Φ̂x2x2

(λ, μ)

Φ̂x1x1
(λ, μ) + Φ̂x2x2

(λ, μ)

∣∣∣∣∣ . (3.33)

All PSD values are calculated by recursive smoothing over time with constant
α(PLDNE).

The idea behind the subsequent noise PSD estimation is as follows. In case of back-
ground noise-only periods, ΔΦPLDNE(λ, μ) will be close to zero as the input power
levels are almost equal. If the value lies below a threshold φmin, the noise PSD
estimate is determined directly from the primary input signal x1(k) by recursive
smoothing with α(X1) by

Φ̂nn(λ, μ) =α(X1) · Φ̂nn(λ− 1, μ) + (1− α(X1)) · |X1(λ, μ)|2,
if ΔΦPLDNE(λ, μ) < φmin.

(3.34)

Regarding the noise-free case, the auto-PSD at x1(k) will be larger than at x2(k)
according to Fig. 2.19 and thus, ΔΦPLDNE(λ, μ) becomes close to one. As a conse-
quence, the updating of the noise estimate will be stopped if the difference is larger
than a threshold φmax, i.e.,

Φ̂nn(λ, μ) = Φ̂nn(λ− 1, μ)

if ΔΦPLDNE(λ, μ) > φmax.
(3.35)

In between these two extremes, a noise estimation using the secondary input signal
x2(k) is used as approximation with smoothing constant α(X2) according to

Φ̂nn(λ, μ) = α(X2) · Φ̂nn(λ− 1, μ) + (1− α(X2)) · |X2(λ, μ)|2. (3.36)

The approximation is feasible since the highly attenuated speech components in x2(k),
which lead to a low SNR, can be neglected. In situations with babble noise, it is
beneficial to combine the PLDNE algorithm with further single- or dual-channel noise
PSD estimators, e.g., [Mar01a, HHJ10, JNK+11] instead of keeping the last estimate
in Eq.(3.35).
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3.2.1.2 Noise PSD Estimation Based on Coherence

In the following, a new generalized dual-channel noise PSD estimator which uses
knowledge of the noise field coherence [JNK+11] is derived. It turns out that the
approach of [DE96] can be seen as a special case for an uncorrelated background
noise assumption. The novel algorithm has a low computational complexity and can
be combined with different speech enhancement systems. The derivation is related
to the discussions in Sec. 3.1.2, where an estimator for the speech PSD based on
the noise field coherence was derived and incorporated in a Wiener filter rule for the
reduction of diffuse background noise and reverberation. The main advantage of the
following approach is a noise PSD estimate for versatile application in any spectral
noise reduction rule.

Based on Eqs.(3.19),(3.20),(3.21), the arithmetic mean of the input PSDs can be
expressed by Eq.(3.27) which can be rearranged to

Φss(λ, μ) =
1

2

(
Φx1x1

(λ, μ) + Φx2x2
(λ, μ)

)− Φnn(λ, μ). (3.37)

By reordering Eq.(3.21) to

Φss(λ, μ) = Φx1x2
(λ, μ)− Φnn(λ, μ) Γn1n2

(Ω) (3.38)

and by combining it with Eq.(3.37) leads to an estimate of the background noise PSD

Φ̂(I)
nn(λ, μ) =

1
2

(
Φ̂x1x1

(λ, μ) + Φ̂x2x2
(λ, μ)

)
− Φ̂x1x2

(λ, μ)

1− Γn1n2
(Ω)

. (3.39)

Again, the alternative derivation with the geometric mean PSD can be employed
which leads to [JNK+11]

Φ̂(II)
nn (λ, μ) =

√
Φ̂x1x1

(λ, μ) · Φ̂x2x2
(λ, μ)− Φ̂x1x2

(λ, μ)

1− Γn1n2
(Ω)

. (3.40)

For both estimators, the usage of the theoretical ideal diffuse sound field according
to Eq.(2.6) for Γn1n2

(Ω) is suggested. When it comes to the application in a binaural
context, the more accurate binaural noise field model introduced in Sec. 2.2.1.1 should
be employed. It can be seen that for the special case of an uncorrelated noise field,
i.e., Γn1n2

(Ω) = 0, the estimator where the geometric mean PSD is utilized, reduces
to the approach of [DE96].

3.2.2 Spectral Weighting Rules

Based on the estimated PSD of the interfering background noise, several spectral
weighting rules can be employed. The most important single-channel spectral sub-
traction and Wiener filter rules were already introduced in Sec. 3.1.1.4.
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A new dual-channel method which is introduced in the following is motivated by the
PLD algorithm initially proposed in [YAR09]. Here, an alternative calculation of the
spectral gains is derived which leads to a much better noise reduction performance
[JHN+12]. The algorithm also exploits the power level difference between both mi-
crophones and is therefore explicitly suitable for BT mobile phones in the Hand-Held
Position (HHP).

It is again assumed that the power levels are equal for noise whereas speech results
in a higher PSD at microphone x1(k). The auto-PSDs of the input signals are given
by

Φx1x1
(λ, μ) = Φs1s1

(λ, μ) + Φn1n1
(λ, μ), (3.41)

Φx2x2
(λ, μ) = Φs2s2

(λ, μ) + Φn2n2
(λ, μ). (3.42)

By introducing a relative transfer function H12(λ, μ) of the desired speech signal
between the two microphones, the auto-PSD at the secondary microphone can be
expressed by

Φs2s2
(λ, μ) = |H12(λ, μ)|2 · Φs1s1

(λ, μ) (3.43)

Φx2x2
(λ, μ) = |H12(λ, μ)|2 · Φs1s1

(λ, μ) + Φn2n2
(λ, μ). (3.44)

Two difference equations for the auto-PSD of the noisy input and the noise-only
signals are introduced as

ΔΦPLD(λ, μ) = Φx1x1
(λ, μ)− Φx2x2

(λ, μ), (3.45)

ΔΦnn(λ, μ) = Φn1n1
(λ, μ)− Φn2n2

(λ, μ). (3.46)

The power level difference of the noisy input signal can thus be expressed as

ΔΦPLD(λ, μ) = Φs1s1
(λ, μ)(1− |H12(λ, μ)|2) + ΔΦnn(λ, μ). (3.47)

Due to the assumption of a homogeneous noise field, the difference ΔΦnn(λ, μ) can
be neglected, i.e., ΔΦnn(λ, μ) ≈ 0. Hence, the equation for the PLD reads

ΔΦPLD(λ, μ) ≈ (1− |H12(λ, μ)|2) · Φs1s1
(λ, μ). (3.48)

The final spectral weighing rule is the Wiener filter equation

G(λ, μ) =
Φs1s1

(λ, μ)

Φs1s1
(λ, μ) + Φnn(λ, μ)

. (3.49)

In analogy to [YAR09], nominator and denominator in Eq.(3.49) are expanded by
1− |H12(λ, μ)|2. Finally, by using Eq.(3.48), the weighting rule reads

G(PLD)(λ, μ) =
ΔΦPLD(λ, μ)

ΔΦPLD(λ, μ) + γ(1− |H12(λ, μ)|2) · Φnn(λ, μ)
. (3.50)

To counteract possible overestimations of the transfer function H12(λ, μ), the correc-
tion factor γ is introduced [YAR09]. In the case of speech absence, ΔΦPLD(λ, μ) will



3.2 Noise Reduction 85

be zero and hence, the gains will be zero, too. When there is pure speech the right
part of the denominator of Eq.(3.50) will be zero. Thus the gains G(PLD)(λ, μ) will
turn to one.

The required transfer function H12(λ, μ) is derived from the cross-PSD of the noisy
input Φx1x2

(λ, μ). In [YAR09], the cross-PSD is expressed by

Φx1x2
(λ, μ) = H12(λ, μ) · Φx1x1

(λ, μ) + Φn1n2
(λ, μ), (3.51)

and the transfer function is given by

H12(λ, μ) =
Φx1x2

(λ, μ)− Φn1n2
(λ, μ)

Φx1x1
(λ, μ)− Φnn(λ, μ)

. (3.52)

The required cross-PSD of the background noise Φn1n2
(λ, μ) is calculated in [YAR09]

from the first 400ms where no speech activity is assumed.

In contrast to Eq.(3.51), in the proposed implementation the cross-PSD is correctly
expressed by

Φx1x2
(λ, μ) = H12(λ, μ) · Φs1s1

(λ, μ) + Φn1n2
(λ, μ). (3.53)

By incorporating the coherence of the noise field Γn1n2
(Ω), the cross-PSD reads with

Φs1s1
(λ, μ) = Φx1x1

(λ, μ)− Φnn(λ, μ) : (3.54)

Φx1x2
(λ, μ) = H12(λ, μ) · (Φx1x1

(λ, μ)−Φnn(λ, μ)) + Γn1n2
(Ω) ·Φnn(λ, μ). (3.55)

Hence, the proposed transfer function is given by

H12(λ, μ) =
Φx1x2

(λ, μ)− Γn1n2
(Ω) · Φnn(λ, μ)

Φx1x1
(λ, μ)− Φnn(λ, μ)

. (3.56)

With Eq.(3.56), the computation of the transfer function does not require an addi-
tional calculation of the noise cross-PSD anymore and allows the algorithm to cope
with non-stationary noise and changing SNR conditions compared to [YAR09]. In
the practical implementation, the power level difference is proposed to be calculated
by

ΔΦPLD(λ, μ) = max
{
Φx1x1

(λ, μ)− Φx2x2
(λ, μ), 0

}
, (3.57)

which prevents speech distortions if the assumption of a homogeneous noise field is
violated, e.g., due to an interfering talker. Furthermore, a lower threshold Gmin for
the weighting function is employed. In the practical realization, all required PSDs
are estimated by means of recursive smoothing. The employed sound field coherence
model Γn1n2

(Ω) can be chosen freely as in the coherence-based noise PSD estimator.

Please note that in case when one microphone is covered by a finger of the phone
user, the difference ΔΦnn(λ, μ) cannot be neglected as in Eq.(3.48). In this case, the
background noise exhibits a certain power level difference between the microphones
as well and no noise reduction can be performed. Since this does not cause addi-
tional audible speech attenuation, the influence of a possible microphone covering is
negligible.
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Table 3.3: Main simulation parameters of background noise PSD estimation algorithms.

Algorithm Parameter description Setting

all Constant used for ideal PSD α(ideal) = 0.9

PLDNE Thresholds φmin = 0.2, φmax = 0.8

PLDNE Smoothing factors α(PLDNE) = 0.9, α(X1) = 0.8, α(X2) = 0.9

3.2.3 Performance Evaluation

3.2.3.1 Estimation Accuracy: Background Noise PSD Estimators

The evaluation section of the novel noise PSD estimators is subdivided into two
separate experiment paragraphs since both algorithms are explicitly developed for
specific acoustic conditions.

a) Noise PSD Estimation Based on Power Level Difference
This first paragraph compares the performance of the novel PLD-based noise PSD
estimator (PLDNE) in the mobile-phone BT configuration (see Fig. 2.15). As a
reference, three state-of-the-art single-channel noise estimators, which work on the
primary signal x1(k) only, are considered:

• MS: Minimum Statistics [Mar01a],

• MMSE: MMSE-based noise tracker [HHJ10],

• SPP: Speech Presence Probability-based [GH11].

It has to be mentioned that the coherence-based estimator presented in Sec. 3.2.1.2
was mainly developed for binaural hearing aids with a dual-channel signal processing.
Hence, this algorithm is evaluated in separate simulations. Besides, the reference al-
gorithms use only a single-channel input because no alternative dual-channel method
is known from literature which is capable of achieving a similar performance than the
considered state-of-the-art single-channel approaches.

The performance is rated in terms of the symmetric segmental logarithmic estimation
error between the ideal noise PSD Φnn(λ, μ) and the estimated noise PSD Φ̂nn(λ, μ).
The ideal noise PSD is obtained using the true noise periodograms smoothed over
time λ with smoothing factor α(ideal). In order to rate over- and underestimations
separately, Eqs.(3.30),(3.31) are applied [GH11]. The main simulation parameters are
shown in Table 3.3 and the results for pub and traffic noise are depicted in Fig. 3.11.

It can be seen that the novel algorithm shows a better overall performance to the
MMSE and SPP algorithm and outperforms MS for all SNR conditions significantly.
Regarding the overall performance and low computational complexity of the PLDNE
algorithm, this method is a key component for a novel speech enhancement system
for mobile phones.
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Figure 3.11: Noise PSD estimation error for two different noise sources: (top) pub noise,
(bottom) traffic noise. Plotted are the overall estimation errors (left), overes-
timations (middle) and underestimations (right).

b) Noise PSD Estimation Based on Coherence
The second paragraph evaluates the proposed generalized coherence-based noise PSD
estimator (GCoh) for the applications in binaural hearing aids. The new method
with both arithmetic and geometric PSD averaging ((GCoh I) and (GCoh II)) is
compared to the reference noise PSD estimator (Coh) [DE96], as well as to the two
single-channel noise PSD estimators MS and MMSE. For the sake of brevity, only the
overall logarithmic estimation error (Eq.(3.32)) is considered.

Since the proposed generalized concept of the noise PSD estimator is capable of
employing arbitrary coherence models (see Eqs.(3.39),(3.40)), we investigate the al-
gorithm under two special cases assuming an uncorrelated noise field as in [DE96]
and an ideal diffuse noise field using Eq.(2.6).

First, generated dual-channel signals are computed using the approach of [HCG08],
where predefined spatial coherence constraints and hence, different microphone dis-
tances dmic, can be employed. Speech samples from the TSP speech database [Kab02]
are degraded with additive noise from the ETSI background noise database [ETS09].
Such simulation ensures reproducible results and the employment of objective evalu-



88 3 Joint Dereverberation and Noise Reduction

Table 3.4: Main simulation parameters of coherence-based background noise PSD estima-
tion algorithms.

Algorithm Parameter description Setting

Coh Smoothing factors α = 0.9, αDD = 0.98, αnn = 0.9

GCoh Smoothing factors α = 0.9, αDD = 0.98, αnn = 0.9
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Figure 3.12: Noise PSD estimation error for generated pub noise: (left) fixed SNR of 5 dB
over microphone distance, (right) fixed inter-microphone distance
dmic = 0.1m over the SNR.

ation measures, especially as the coherence of realistic noise fields such as a cocktail-
party or office environment can be modeled by a diffuse noise field.

Further simulation parameters are listed in Table 3.4.

The left subfigure in Fig. 3.12 shows the logErr at a varying inter-microphone distance
and fixed SNR of 5 dB using generated background noise signals. The results in terms
of fixed inter-microphone distance of 0.10m over a varying SNR are illustrated in the
right subfigure. It can clearly be seen that the proposed GCoh estimators outper-
form the dual-channel estimator Coh in terms of a lower estimation error. Since the
algorithm Coh assumes uncorrelated noise, the estimation error is reduced for larger
microphone distances where the correlation of the noise field becomes lower for lower
frequencies. However, even the proposed algorithm requires a microphone distance
larger than a specific minimum which is determined by the real coherence charac-
teristics. The proposed algorithm outperforms MS and MMSE for inter-microphone
distances > 2 cm and > 10 cm, respectively. The curves show similar results as the
MMSE approach for low SNR conditions and a better performance for high SNR con-
ditions, with the expense of an additional microphone, but with the additional benefit
of a lower computational complexity. In a [JNK+11] the computational complexity
was shown to be 15 − 20% lower for the GCoh method compared to the MMSE
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Figure 3.13: Noise PSD estimation error for two different recorded noise sources from the
ETSI database [ETS09] at a fixed distance dmic = 0.15m: (left) cafeteria
noise, (right) kindergarten noise.

algorithm.

To verify the results of the generated background noise with real recordings, binaural
babble noise from the ETSI background noise database [ETS09] is used. The signals
are measured with two microphones of a dummy head at a fixed inter-microphone
dmic = 0.15m. This results are given in Fig. 3.13 for cafeteria noise (left) and kinder-
garten noise (right). Due to the inter-microphone spacing of 15 cm, the GCoh algo-
rithms outperforms all other methods, independent of the input SNR. Regarding the
choice of the averaging, the use of the geometric mean (GCoh II) is favorable, which
is consistent to the findings in Sec. 3.1.4.2. A deeper analysis has shown that the
coherence-based noise PSD estimator mainly causes overestimations in the low fre-
quency region where both noise and speech are highly correlated (see Fig. 2.3 (right)).
Please note that coherence-based noise estimators work in general not for purely co-
herent noise sources and show a larger estimation variance at lower frequencies.

3.2.3.2 Noise Reduction Performance

The PLD spectral weighting rule is evaluated for the target application of BT mobile
phones used in the Hand-Held Position (HHP). Hence, for the required noise PSD es-
timator, the PLDNE algorithm (see Sec. 3.2.1.1) is taken into account. We investigate
the PLD spectral weighting rule assuming an ideal diffuse noise field with dmic = 0.1m
in Eq.(3.56). The speech and noise signals are recorded with the dual-microphone
BT mock-up as illustrated in Fig. 2.15 (right). Background noise signals are recorded
inside an acoustic chamber using the standardized multi-loudspeaker procedure de-
scribed in [ETS09] and speech signal are emitted by the dummy head mouth. The
performance of the PLD weighting rule (PLD (Proposed)) using Eq.(3.56) is compared
with the original implementation by [YAR09] (PLD (Original)) using Eq.(3.52) and
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Table 3.5: Main simulation parameters of noise reduction algorithms.

Algorithm Parameter description Setting

all Gain thresholds Gmin = 0.1

PLD Overestimation factor γ = 4

WF DDA smoothing factor α(DDA) = 0.98

also a single-channel (SC) Wiener filter with decision-directed approach for the a
priori SNR calculation (Wiener). All algorithms use the PLDNE noise estimator.
Furthermore, the Dual-Microphone Spectral Subtraction (DMSS) algorithm, which
is distinctly developed for BT mobile phones [GCNL00] is evaluated. Two common
spectral subtraction approaches provide a rough speech and noise estimate for each
channel by using the other channel respectively. In a following step these estimates
are used by a third spectral subtraction stage which results in the enhanced out-
put. See Table 3.5 for the main simulation settings. The parameters for the DMSS
algorithm are chosen as suggested in [GCNL00].

The noise reduction performance is determined by means of the noise attenuation
minus speech attenuation (NA-SA) measure, where higher values indicate an im-
provement. The Speech Intelligibility Index (SII) [ANS07] was calculated from the
noisy as well as the enhanced signal. An SII higher than 0.75 indicates a good com-
munication system and values below 0.45 correspond to a poor system. The averaged
results for traffic and pub noise are shown in Fig. 3.14.

From the plots, it can be concluded that the proposed PLD spectral weighting rule
outperforms related approaches in terms of a much higher noise reduction performance
and a marginal increase in speech intelligibility. The modifications of the original PLD
implementation also result in a high performance gain. All results are consistent
with the subjective listening impression where the highest amount of musical tones
was observed for the DMSS algorithm. Since for babble noise the major frequency
components of the noise signal lie in the same regions as those of the desired speech
signal, this scenario can be seen as the most difficult one. However, all experiments
have also been conducted with train station noise where the same tendency has been
observed.
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Figure 3.14: Simulation results of different weighting rules: (left) noise reduction perfor-
mance, (right) influence on intelligibility. NA-SA: noise attenuation minus
speech attenuation, SII: speech intelligibility index. Averaged over traffic and
pub noise. All algorithms use the PLDNE noise estimator.
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3.3 Joint Dereverberation and Noise Reduction

Until now the reduction of room reverberation and background noise was considered
independently. Since in realistic enclosures room reverberation and background noise
can occur simultaneously, the speech enhancement algorithm should be capable of
reducing both interfering signals jointly.

The considered signal model is given by

xm(k) = sm(k) ∗ hm(k) + nm(k), (3.58)

where the reverberant speech is degraded by additional background noise nm(k). The
resulting Signal-to-Interference Ratio (SIR) is defined as the ratio of the (desired)
direct speech power to the sum of early reverberation, late reverberation and back-
ground noise power. The motivation for the subsequent experiments in Secs. 3.3.1,
3.3.2 is to show how reverberation and background noise affects the accuracy of RT,
DRR and interfering PSD estimation algorithms. Concepts how to tackle the occur-
ring limitations are presented in Sec. 3.3.3.

3.3.1 Influence of Noise on RT and DRR Estimation

Most dereverberation algorithms are based on the spectral subtraction principle and
require knowledge of the RT and DRR in order to estimate the PSD of the late
reverberant speech. Hence, it is of special interest to evaluate the estimation accuracy
in noisy and reverberant conditions.

Figure 3.15 illustrates the influence of additional cafeteria and kindergarten noise from
the ETSI background noise database on the RT estimation accuracy using the ML
approach which is discussed in more detail in Sec. 2.3.3. Since the impulse responses
of these rooms are not available, we use RIRs from the AIR database of the lecture
room and corridor as an approximation. Please note that anechoic speech signals
from the TSP database are first convolved with RIRs taken from the AIR database.
Afterwards, the reverberant signals are summed with background noise from the ETSI
database according to the signal model in Eq.(3.58).

It can be seen in the left subfigure that the cafeteria noise causes a severe RT overes-
timation for SNRs < 7 dB. In contrast to that, the influence of the kindergarten noise
can be neglected since it mainly consists of transient disturbances, which are harmless
to the estimator and small diffuse components. The right subfigure depicts the results
for the corridor location in the HHP, where a large underestimation is expected due
to the high DRR. However, even in this configuration, a vast overestimation can be
observed for negative SNRs. It is proposed to perform a pre-denoising in low SNR
conditions before estimating the RT, even though a pre-denoising might result in an
underestimation.

A similar experiment evaluates the influence of background noise on the DRR esti-
mation accuracy using the dual-channel approach presented in Sec. 2.3.4. It turns
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Figure 3.15: Influence of background noise on RT estimation performance: (left) lecture
room, (right) corridor (HHP).

out that in noisy and reverberant conditions, the estimator mainly underestimates the
true DRR as shown in Fig. 3.16 (left). Especially the diffuse noise components of both
noise types increase the reverberant energy components and hence, result in an under-
estimated DRR. The effect is less distinctive for very high DRR for the corridor/HHP
impulse response given in the right subfigure. Here, even a slight overestimation was
observed. Please note that in additional experiments with WGN, the accuracy tends
to underestimate the true DRR, independent of the DRR. In conclusion, it is shown
by this and further experiments that diffuse background noise mainly causes under-
estimations, whereas background noise which is coherent between the microphones
such as an interfering talker, results in overestimations. A possible pre-denoising of
the input signals for the DRR estimator has to take this into account since, e.g., a
strong reduction of (the incoherent noise components of) diffuse noise would result in
an overestimation. Thus, as a compromise it is suggested to avoid any pre-processing
before estimating the DRR.

3.3.2 Influence of Reverberation on Noise PSD Estimation

In this section it will be shown that additional room reverberation leads to high overes-
timations of state-of-the-art background noise PSD estimators. The ideal background
noise PSD is obtained from the noisy speech (w/o reverberation) and is compared to
the estimated noise PSD from the noisy and reverberant input signals using MS and
MMSE.

Figure 3.17 shows the increase in the logERR due to room reverberation over the
DRR, exemplarily for the lecture room and cafeteria noise. The error ΔlogERR is
defined as the difference of the estimation error given the noisy speech



94 3 Joint Dereverberation and Noise Reduction

0 10 20 30

−5

−4

−3

−2

−1

D
R
R

[d
B
]

SNR [dB]

true
Est.(cafeteria)
Est.(kindergarten)

0 10 20 30
12

14

16

18

20

22

24

D
R
R

[d
B
]

SNR [dB]

true
Est.(cafeteria)
Est.(kindergarten)

Figure 3.16: Influence of diffuse background noise on DRR estimation performance: (left)
lecture room, (right) corridor (HHP).

x(k) = s(k) + n(k) and given the noisy and reverberant speech x(k) = s(k) ∗ h(k) +
n(k). The ideal noise PSD is always referred to the background noise signal only.
Hence, positive values indicate overestimations due to additional reverberation. It
is obvious that additional reverberation leads to overestimations of the background
noise especially for negative DRR values even though the additional reverberation
does not amplify the background noise components or influences the SNR. The same
tendency was observed for the late reverberant speech PSD estimators when the input
signal was noisy and reverberant. Hence, the two estimators cannot be regarded
independently and a summation of both estimates leads to a severe overestimation
and a high amount of speech distortions.

Possible solutions, e.g., for MS are the extension of the tracking window length to a
multiple of the reverberation time. This can be explained with the principle of MS
which tries to track the minimum of a long tracking window and assumes that the
PSD will decline down to the noise floor. For strong reverberation the PSD will never
decline down to the noise floor and a high overestimation is caused. The extension
of the tracking window length, however, results in an increased memory consumption
and the capability to track changes in the background noise will highly be degraded.

3.3.3 Proposed Concept

An intuitive approach for a reduction of reverberation and background noise is a
subsequent application of individual speech enhancement algorithms as depicted by
Fig. 3.18. For the sake of brevity, only the single-channel case is illustrated in the
figures and please note that the novel DRR estimator requires a dual-channel input
signal.
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Figure 3.17: Influence of reverberation on background noise PSD estimation performance
using cafeteria noise and RIRs from the lecture room: (left) 0 dB SNR, (right)
10 dB SNR.
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Figure 3.18: Joint dereverberation and noise reduction concepts: (a)/(b) subsequent noise
reduction and dereverberation.
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Figure 3.19: Joint dereverberation and noise reduction concepts: PSD combining and pre-
denoising.

Following the previous discussion, these concepts are error-prone. On the one hand, a
pre-denoising (Fig. 3.18 (a)) might attenuate the speech signal due to overestimations
of the background noise PSD. On the other hand, the required estimates for the
dereverberation algorithms, i.e., RT and DRR, might be influenced by a pre-denoising
as well. The alternative concept of a dereverberation following a subsequent noise
reduction (Fig. 3.18 (b)) has the major limitation that, again, the estimations might
be biased.

The idea of an alternative concept which is proposed in Fig. 3.19 is to estimate the
noise and late reverberant speech PSD individually and to combine the two estimates
in different ways. Moreover, only the RT estimation module takes advantage of a pre-

denoised signal. The combination of the interfering PSDs Φ̂nn(λ, μ) and Φ̂
(late)
rev (λ, μ)

to the overall PSD Φ̂int(λ, μ) can be performed, e.g., by

Φ̂int(λ, μ) = Φ̂nn(λ, μ) + Φ̂(late)
rev (λ, μ), (3.59a)

Φ̂int(λ, μ) =
1

2

(
Φ̂nn(λ, μ) + Φ̂(late)

rev (λ, μ)
)
, (3.59b)

Φ̂int(λ, μ) =

√
Φ̂nn(λ, μ) · Φ̂(late)

rev (λ, μ), (3.59c)

Φ̂int(λ, μ) = min
{
Φ̂nn(λ, μ), Φ̂

(late)
rev (λ, μ)

}
, (3.59d)

Φ̂int(λ, μ) = max
{
Φ̂nn(λ, μ), Φ̂

(late)
rev (λ, μ)

}
. (3.59e)

The choice of the combination method should be selected carefully, dependent on
properties the incorporated noise PSD estimator. Since both estimators are biased
by reverberation and background noise, respectively, taking the maximum of both
estimators as in Eq.(3.59e) is beneficial and lowers the occurring overestimations
compared to the intuitive summation using Eq.(3.59a).
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In general it is not fully understood to what extent reverberation and/or background
noise should be removed in order to increase the intelligibility. In this thesis, it is
stated that in very noisy conditions with a negative SNR, the effects of reverberation
can be neglected. This was confirmed by listening experiments with a varying SNR
and different background noise types. Even a pre-denoising for the RT estimation
leads to high overestimations and hence, if SNR < 0 dB, the PSD combination block
takes only the dominant Φ̂nn(λ, μ) into account.

An evaluation and the application of the discussed concept for a joint dereverberation
and noise reduction to binaural hearing aids is given in Sec. 4.1.

3.4 Reduction of Musical Noise

3.4.1 Smoothing of Spectral Weights

The direct application of spectral gains to the noisy and reverberant DFT coefficients
can lead to various artifacts such as speech distortions or musical noise. Overestima-
tions of the background noise PSD and late reverberant speech PSD cause audible
speech distortions and musical tones. These can be reduced by applying a high spec-
tral floor to the gains which, however, reduces the enhancement performance. In
order to counteract musical noise which are mainly caused by underestimations of
the interfering PSD, different methods are possible:

• Smoothing of the spectral weights in the cepstral domain over quefrency [Ger10],

• Smoothing of the spectral weights in the frequency domain over frequency [EV09].

In [JSEV10] we have shown that a gain smoothing over frequency proposed first in
[EV09] can greatly improve the perceived speech quality for a speech dereverberation
algorithm. The main idea of [EV09] is to reduce the annoying musical tones especially
in low SIR regions requiring a reliable and robust detector. In contrast to [EV09,
JSEV10], it is proposed that the gain smoothing should only be applied in a frequency

region specified by f
(min)
smooth ≤ f ≤ f

(max)
smooth, e.g., 4 kHz ≤ f ≤ 7 kHz.

In order to obtain a good indication whether a frame contains speech or not, the
power ratio between the pre-enhanced signal X(λ, μ) · G(λ, μ) and the input signal
X(λ, μ) is calculated for each frame λ as [EV09]

ζ(λ) =

L−1∑
μ=0

|G(λ, μ) ·X(λ, μ)|2

L−1∑
μ=0

|X(λ, μ)|2
. (3.60)

If the frame mainly contains anechoic speech (high SIR), the power of the processed
frame is equal or only slightly lower to the power of the input frame, i.e., ζ(λ) ≈ 1.
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By contrast, the speech enhancement system is supposed to strongly attenuate the
input signal in low SIR conditions, resulting in a power ratio ζ(λ) ≈ 0. Based on ζ(λ),
the magnitudes of the weighting gains G(λ, μ) of frame λ are adaptively smoothed
over frequency μ using a moving average window. The odd window length Ns(λ) is
set to [EV09]

Ns(λ) =

{
1, if ζ(λ)≥ζthr(λ)
2 · round

((
1− ζ(λ)

ζthr

)
· Λ
)
+ 1, else.

(3.61)

The function round(·) rounds the element to the nearest integer and Λ is a scaling
factor that determines the maximum degree of smoothing.

In order to detect only low SIR regions, a threshold ζthr is required that controls the

trade-off between speech distortions and musical noise reduction. The term 1− ζ(λ)
ζthr

provides a soft-decision that states the reliability of the low SIR detection. Equa-
tion (3.61) ensures that the more reliable a low SIR frame was detected, the longer
the window length resulting in stronger smoothing of the weighting gains. Applying
a moving average window of length Ns(λ) is equivalent to a linear filtering with the
impulse response Hs(λ, μ) as follows:

Hs(λ, μ) =

{
1

Ns(λ)
, if μ < Ns(λ)

0 else
, (3.62)

where μ ∈ {0, 1, ..,M − 1}. Please refer to [EV09] where the magnitude responses of
Hs(λ, μ) are shown for different values of Ns. Within the smoothing procedure, the
weighting gain magnitudes are convolved over frequency μ by the filter Hs(λ, μ) in
every frame λ:

G̃(λ, μ) = G(λ, μ) ∗Hs(λ, μ), (3.63)

where the smoothed gains are termed G̃(λ, μ). This postfilter is incorporated in
the two novel dual-channel speech enhancement systems for hearing aids and mobile
phones, which are presented in Secs. 4.1.3 and 4.2.1, respectively.

3.4.2 Psychoacoustic Weighting

As an alternative to a smoothing over frequency, a psychoacoustically motivated spec-
tral weighting rule can be employed. The considered method was initially developed
to reduce artifacts in noise reduction systems [GJV98] and used in a combination
with acoustic echo control [GMJV02]. In [JV11] it was shown that this concept is
also applicable for the purpose of speech dereverberation. The main idea is to re-
duce reverberation only in such frequency components which are not masked by the
speech signal. Thus, no complete dereverberation is desired but to preserve a low
level natural sounding reverberation which reduces the amount of musical tones and
other artifacts significantly.
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Figure 3.20: Block diagram of the considered single-channel speech dereverberation system
using a psychoacoustically-motivated spectral weighting rule.

The main idea is to perform a pre-dereverberation of the input spectra and to calculate
the masking thresholds from the pre-enhanced signal. Based on an estimate of the
late reverberant speech PSD and the masking threshold, the final spectral weights
are calculated and applied to the reverberant signal. The overall block diagram of
the new system is depicted in Fig. 3.20. The processing steps are as follows:

1. Estimate the late reverberant speech PSD Φ̂
(late)
rev (λ, μ) using the method described

above Eq.(3.4).

2. Calculate preliminary spectral gains G̃(λ, μ) by means of the spectral subtraction
rule (Eq.(3.11)).

3. Compute a pre-dereverberated signal by

X̃(λ, μ) = X(λ, μ) · G̃(λ, μ). (3.64)

4. Estimate masking threshold X(λ, μ) based on X̃(λ, μ) using the ISO model
[ISO93].

5. Calculate psychoacoustic weighting gains G(λ, μ) by [GJV98]:

G(λ, μ) = min

(√
X(λ, μ)

Φ̂
(late)
rev (λ, μ)

+ ζint, 1

)
, (3.65)

with an interference attenuation factor ζint.

6. Perform the final dereverberation by applying the psychoacoustic gains to the
reverberant input spectra by

Ŝ(λ, μ) = X(λ, μ) ·G(λ, μ). (3.66)

The application of this concept for recordings taken in the German parliament is dis-
cussed in Sec. 4.3. Related psychoacoustic dereverberation approaches are discussed,
e.g., in [Tsi11].
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3.5 Summary

This chapter has presented an overview and evaluations of state-of-the-art algorithms
for independent dereverberation and noise reduction using one or two microphones.
Furthermore, novel and improved algorithms are presented which are explicitly de-
veloped for the two considered applications, i.e., exploit the noise field coherence and
the PLD between the two microphone signals. Moreover, novel concepts for joint
reduction of reverberation and background noise are introduced and discussed. Ad-
ditionally, strategies to reduce the undesired musical tones, which usually occur in
spectral weighting-based speech enhancement, are presented.

The major contributions of this chapter are:

• an extensive evaluation of late reverberant speech PSD estimators including:

– discussions on the necessity of a frequency-dependent RT and DRR estima-
tion,

– investigations of the required RT and DRR estimation accuracy,

– proposal of an improved method which operates even within the critical dis-
tance and estimates the frequency-dependent RT as well as the DRR blindly.

• comparison and improvement of coherence-based dereverberation approaches:

– adoption and improvement of methods which were developed for noise re-
duction for the purpose of speech dereverberation,

– integration of more accurate models of the noise field coherence.

• derivation of two new estimators of the background noise PSD:

– a method for mobile phone applications which exploits the power level dif-
ferences of speech and interfering source signals,

– a method for binaural hearing aids based on the noise field coherence,

– extensive evaluations of both approaches and proof of lower estimation error
compared to existing methods.

• proposal of a new spectral weighting rule for mobile phones exploiting the PLD.

• presentation of a concept for joint dereverberation and noise reduction:

– investigation of drawbacks of consecutive dereverberation and noise reduc-
tion,

– proposal of an interlaced concept combining estimators of the late reverberant
speech and background noise PSD as well as blind methods for RT and DRR
estimation.

• discussions on the reduction of musical tones.

With the presented algorithms and concepts, a significant improvement of speech
quality and listening comfort can be obtained even under adverse acoustic conditions.
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Applications

4.1 Speech Enhancement for Binaural Hearing

Aids

The major drawback of current speech enhancement algorithms for hearing aids is
that most of these techniques were developed for systems with a single output chan-
nel given one or possibly multiple input channels. Therefore, they are only suitable
for bilateral processing, which means that the devices at the left and right ear are
independently performing monaural enhancement without taking spatial information
into account. Several studies have shown that unsynchronized bilateral processing de-
grades the ability for sound localization [JSEV10] and that hearing impaired persons
localize sounds better without their independent bilateral hearing aids than with them
[vdBKM+05]. This can be explained by the fact that the binaural cues, which are
the basis for human sound localization, are not preserved. This comprises mostly the
Interaural Level Difference (ILD) and Interaural Time Difference (ITD), cf. [Bla96].
Thus, it is advantageous to perform binaural instead of bilateral processing, especially
as an appropriate wireless data-link between both hearing aids can be assumed, cf.
[HCE+05].

An important class of binaural noise reduction algorithms, besides spectral subtrac-
tion techniques, is the Multichannel Wiener Filter (MWF), cf. [DM02]. An advanced
concept is the Speech Distortion Weighted Multichannel Wiener Filter (SDW-MWF)
proposed in [DSWM05, DSWM07], which employs a minimum mean-squared-error
estimate of the clean speech from noisy reference signals by exploiting the correlation
properties of both speech and noise. A special parameter allows to balance the trade-
off between distortions and noise reduction. This method has further been extended
in order to allow for a preservation of the binaural cues, e.g., in [CMW11b, Cor11].
A comparison of the SDW-MWF [DSWM07] to a beamformer with binaural post-
filter and a spatial prediction approach is given in [MHD11]. It turns out that the
SDW-MWF leads to the best results in terms of SNR and Speech Reception Thresh-
old (SRT) improvement. One major limitation of MWF approaches is the requirement
of a noise-robust VAD in order to update the noise correlation matrix. Any misdetec-
tion, especially the classification of speech segments as noise, leads to strong artifacts
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and audible distortions. The problem has been tackled partly in [CMW11a, Cor11],
where a VAD-robust SDW-MWF is proposed. Alternatively, the recently proposed
estimation procedure for the noise correlation matrix [HG12] or the procedure as de-
scribed in [MHA11] could be employed, which is however, out of the scope of this
thesis. Further approaches for binaural noise reduction are, not limited to, binaural
Blind Source Separation (BSS) strategies as proposed in [HKLP08, RZK10, RPF+10]
and binaural beamformer as presented in [LV06, HKLP08]. A binaural spectral sub-
traction concept, which does not aim to preserve the binaural cues, is published in
[DE96].

Binaural dereverberation is addressed, e.g., in [Pei92, Wit01, WH03] and advanced
concepts such as [JSEV10] already lead to good results. However, no speech enhance-
ment system for binaural hearing aids exists so far which allows for a reduction of
both early and late reverberation as well as background noise and explicitly preserves
the binaural cues.

This section consists of two major parts: First, in Secs. 4.1.1, 4.1.2 the necessity of
binaural instead of bilateral processing is studied. It will be shown exemplarily with
three known dereverberation algorithms how bilateral signal processing affects the
source localization. This comprises possible extensions of monaural algorithms to a
binaural output. In the second part of this section, a novel two-stage binaural speech
enhancement system is proposed in Sec. 4.1.3 which does not alter the binaural cues.
All needed acoustic quantities are estimated blindly from the noisy and reverberant
speech signals, i.e., RT and DRR. Finally, a short discussion on the binaural data-link
is given.

4.1.1 Extension of Monaural Algorithms to Binaural Output

An extension of monaural speech enhancement algorithms to a binaural output is
not trivial. A discussion of fixed and adaptive beamforming with binaural output
can be found, e.g., in [DRZ97, WGDZ97]. The authors in [LV06] propose a binaural
noise reduction system consisting of a binaural superdirective beamformer and two
identical postfilters. A comprehensive study how binaural noise reduction algorithms
can preserve binaural cues can be found in [vdB08].

The general concept of a bilateral spectral subtraction in the DFT domain without the
exchange of any control information is illustrated in Fig. 4.1 (top). Each processing
unit calculates spectral gains which are applied independently to the disturbed input
spectra by

Ŝ
(bil)
l (λ, μ) = Xl(λ, μ) ·Gl(λ, μ) (4.1a)

Ŝ (bil)
r (λ, μ) = Xr(λ, μ) ·Gr(λ, μ). (4.1b)

It is obvious that by using this kind of unsynchronized processing, the binaural cues
may be severely degraded.

In order to ensure unaffected source localization, it is important to preserve the bin-
aural cues to a certain extent. A preservation of the binaural cues can be ensured
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Figure 4.1: Block diagrams of (top) bilateral spectral subtraction and (bottom) proposed
extension of monaural to binaural spectral subtraction, both operating in the
frequency domain.

basically in two different ways. The first method would be to reconstruct the binaural
cues after the processing using a binaural postfilter. An overview about binaural re-
production suitable for the application to BSS can be found in [WPK08]. The problem
of binaural cue preservation in the context of binaural artificial bandwidth extension
has been addressed, e.g., in [LV09a]. The other method, which is considered here,
is to incorporate the cue preservation into the processing algorithm. One promising
method is to apply the same spectral weighting gains to each of the two input chan-
nels, which inherently preserves the ILD cues, cf. [Pei92, LV06, JV10, JSEV10]. The
ITD is also not affected since the algorithm keeps the phase of the input signals and
the same algorithmic delay exist among the two channels. Techniques and theoretical
analyses on the binaural cue preservation of the MWF is given, e.g., in [Cor11, vdB08]
and references therein.

In order to calculate the spectral gains out of the two channels, different methods
are possible. In this thesis, a reference signal is calculated from the average of both
time-aligned signals (X ′

l(λ, μ), X
′
r(λ, μ)) according to

Xref(λ, μ) =
1

2
· [X ′

l(λ, μ) +X ′
r(λ, μ)] . (4.2)

The estimation of the time delays is performed by means of the Generalized Cross-
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Correlation with Phase Transform (GCC-PHAT) as described in [KC76] and is in-
corporated in the reference signal block. The weighting gains G(λ, μ), which are
determined from Xref(λ, μ) only, are applied to the disturbed (non time-aligned) in-
put spectra by

Ŝ
(bin)
l (λ, μ) = Xl(λ, μ) ·G(λ, μ) (4.3a)

Ŝ (bin)
r (λ, μ) = Xr(λ, μ) ·G(λ, μ). (4.3b)

This concept is shown in Fig. 4.1 (bottom). Alternatively, two separate weighting
gains can be computed and a combination of the two gains, e.g., by taking the mini-
mum, maximum or average, can be applied to both channels as discussed in [TGM11].

4.1.2 Influence of Bilateral Dereverberation on Binaural

Cues

In this subsection, the influence of bilateral, i.e., independent dereverberation on
the binaural cues of the desired speech signal is investigated. The objective of any
enhancement algorithm with respect to the binaural cues should be to preserve the
absolute mean values while ensuring very low fluctuations from frame to frame. The
minimum audible changes for ILD (0.5 dB) and ITD (10μs) should not be exceeded,
cf. [Har99]. Several studies have shown that the human auditory system is capable
of re-learning the spatial information when receiving altered binaural cues. However,
since the adaptation typically takes a week or more, an adjustment to rapid changes
is impossible [vdB08, WZ09]. Exemplarily, we restrict the analysis to changes of ILD.
An extension to ITD can be done by switching to an ITD estimator instead of the
ILD estimator.

To quantify the impact of independent dereverberation of both channels on the bin-
aural cues, three dereverberation algorithms will be used for an independent single-
channel enhancement. The first two considered dereverberation algorithms: SMERSH
and CELP are both based in the discrete model of speech production (see Sec. 3.1.3).
The third algorithm (LB) is based on an estimate of the late reverberant speech PSD
in combination with a spectral subtraction rule (see Secs. 3.1.1, 3.1.1.4). The basis
for this investigation lies in the observation that the DRR is highly dependent on the
azimuth angle as shown in Fig. 2.14.

The influence on the binaural cues will be investigated as follows. From the dual-
channel input signals, the binaural cues are estimated from the reverberant speech
signals before processing. Afterwards, a bilateral dereverberation (independently
without any data-link between left and right processing units or synchronization)
is performed with the described algorithms. Finally, the binaural cues are estimated
again and compared to the cues before processing. For all binaural cue estimation
tasks, the cue selection procedure of Eq.(2.54) is used with an adaptive threshold.
The evaluation is carried out with speech files from the NTT database that are con-
volved with BRIRs measured in a stairway hall at different azimuth angles, all in the
presence of a dummy head. The investigation focuses on frame-by-frame fluctuations
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Figure 4.2: Differences in ILD estimation compared to reverberant speech (stairway hall:
dLM = 1m, T60 = 0.82 s) for the three considered azimuth angles of the source.
The results are equally weighted for all frequency bands above 1.5 kHz .

of the ILD cues, which is an important issue since most algorithms perform enhance-
ment of short speech frames which causes a different degree of enhancement per frame.
Therefore, we calculate the ILD frame-wise for each of the 24 (non-uniform) subbands
over all frames to measure the variance in ILD estimation. Finally, the results are
averaged over all bands above 1.5 kHz. The ILD difference in each frame is denoted
by ΔILD(λ).

The results for three different azimuth angles are depicted in Fig. 4.2. The boxes
represent the variance from the mean value (horizontal red line inside the box) and
the end of the whiskers represent minimum and maximum of ΔILD(λ).

It can be seen from Fig. 4.2 that all tested algorithms cause high variations in the
binaural cues as shown exemplarily here for the ILD and hence, influence the source
localization. All algorithms show the lowest influence for the frontal direction (0◦) and
distort the cues most severely for sources from aside. The most significant increase
in ILD fluctuations occurs for the SMERSH algorithm. Even though the CELP
postfilter leads to the smallest variations among the tested approaches, moderate
changes in ILD are still audible for sidewise sources. In terms of the dereverberation
performance, the spectral subtraction technique (LB) shows the highest amount of
reverberation reduction. Since all algorithms exhibit changes in binaural ILD cues
that are mostly above the minimum audible difference, we can conclude that bilateral
dereverberation has a clearly perceivable influence on the source localization.
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Table 4.1: Influence of bilateral dereverberation on binaural cues: results of the listening
test.

Simulation No Bilateral Binaural

setup preference dereverberation dereverberation

Fig. 4.1(a) Fig. 4.1(b)

θ = 0◦, d = 2m 5.9 % 11.7 % 82.4 %

θ = 60◦, d = 1m 11.7 % 23.5 % 64.8 %

Average 8.8 % 17.6 % 73.6 %

4.1.2.1 Influence of Bilateral Processing by a Listening Test

The degradation of the binaural cues due to bilateral dereverberation has also been in-
vestigated with an informal listening experiment. During the test with 17 experienced
listeners, three different signals were presented to the participants: the reverberant
speech, the processed signal using a bilateral dereverberation algorithm (A) and the
processed signal after binaural dereverberation (B).

The test signals (A) are processed using the LB algorithm by applying the structure
in Fig. 4.1 (top). The binaural signals (B) are generated using the same algorithm
in the binaural configuration which means that the same spectral weighting gains are
applied to each channel (see Fig. 4.1 (bottom)).

For each of the sentences, the listeners were asked to judge the overall speech quality as
well as the audible modifications in the interaural time and level differences (compared
to the provided reverberant speech). The listeners could choose between ’A sounds
better than B’, ’B sounds better than A’ and ’no preference’. The samples could be
played ad libitum before the probands had to make their judgments. The reverberant
signals are generated using binaural room impulse responses of a stairway hall at
different azimuth angles and distances. To ensure high quality audio and to avoid
distortions due to the headphone, a calibrated combination of a HEAD acoustics
PEQ V digital equalizer and Sennheiser HD600 headphone was used. The test took
place in a low-reverberant studio booth having a high sound isolation of 42 dB against
outside noise.

The results for two different azimuth angles are stated in Table 4.1. It can be seen that
for both setups most participants preferred the binaural dereverberation method (B)
over the bilateral algorithm (A). This corresponds to the objective evaluation results
conducted in the beginning of the section.

4.1.3 Binaural Speech Enhancement

This section presents a novel two-stage binaural speech enhancement system which
allows for a joint reduction of early and late reverberation as well as diffuse and
coherence background noise.
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Figure 4.3: Simplified schematic diagram of the proposed two-stage binaural cue preserving
speech enhancement algorithm.

The cascade of the two stages as depicted in Fig. 4.3 is mainly motivated by the fact
that each stage requires different properties for the input signal in terms of the DRR
and diffusiveness of the background noise. The basic idea of such a combination is
that Stage I of the algorithm mainly reduces the late reverberant and background
noise components, while the subsequent Wiener filter in Stage II attenuates all non-
coherent signal components. This results in an efficient reduction of both early and
late reverberation as well as coherent and diffuse background noise. Due to the
algorithmic structure, the binaural cues are not affected.

The first stage comprises estimates of the late reverberant speech PSD (mainly con-
trolled by parameter Tl) and background noise PSD, which are combined and used
to calculate spectral weighting gains which allow to reduce late reverberation as well
as coherent background noise components. The second stage attenuates the residual
interferences after the first stage.

After the first processing step, the DRR is increased since late reverberation is at-
tenuated while keeping the direct and early speech component unaffected. This first
stage does not influence the coherence between both channels since the same spectral
weights are applied to both channels. The second stage estimates the (direct) speech
PSD, which requires a high DRR in order to reduce estimation errors. Thus, it is
beneficial to increase the DRR in the previous step. The second stage attenuates all
non-coherent parts, hence early and late reverberation, a great DRR increase can be
expected as well. Consequently, a reversed order of the two stages would be less effec-
tive, as confirmed by our experiments. Please note that the actual pre-enhancement
of Stage I is carried out in Stage II and for the sake of clarity, the required time-aligned
spectra X ′

l(λ, μ) and X ′
r(λ, μ), which are also computed in the reference signal unit,

are not sketched.

It has to be mentioned that the computation of the reference signal Xref(λ, μ), which
can also be seen as a Delay-and-Sum Beamformer (DSB), already performs a reduc-
tion of background noise and reverberation. Therefore, the resulting reverberation
time and hence, the estimated PSD of the late reverberant speech is only an approxi-
mation of the estimates directly from the input signals. Since the DSB provides only
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Figure 4.4: Schematic diagram of Stage I.

a small amount of reverberation reduction this approximation is still feasible as a
small variation in the estimated reverberation time is not critical.

In order to fulfill the special requirements of hearing aids with open fitting such that
the algorithmic delay is below 10ms [SM02], a filtering in the time-domain by means
of a filter-bank equalizer is also possible, cf. [LV08b].

4.1.3.1 Stage I: Reduction of Late Reverberation and Background Noise

In the first stage, two independent estimates for the late reverberant speech PSD as
well as the background noise PSD are calculated from the single-channel reference
DFT coefficients Xref(λ, μ) as illustrated in Fig. 4.4. The late reverberant speech
PSD estimation is based on the HB algorithm introduced in Sec. 3.1.1.1 which allows
for a robust estimation even within the critical distance. The noise PSD estima-
tion is carried out by means of the SPP algorithm which was found to be the best
currently available single-channel noise PSD estimator as discussed in Sec. 3.2.3.1.
Alternatively, the proposed coherence-based noise PSD estimator (see Sec. 3.2.1.2)
could be employed if diffuse noise without additional coherent interfering sources can
be guaranteed.

Following the discussions in Sec. 3.3.3, the two PSD estimates are combined by taking
the maximum of each individual frequency bin using Eq.(3.59e). The spectral gains

G1(λ, μ) are computed based on the overall interfering PSD Φ̂int(λ, μ) and the Wiener
filter with DDA according to Eq.(3.14).

Since the late reverberant speech PSD estimator requires reliable knowledge of the
RT and DRR, the frequency-dependent RT estimator presented in Sec. 2.3.3 as well
as the DRR estimator discussed in Sec. 2.3.4 are employed. Please note that the RT
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estimation is performed on a pre-denoised signal, obtained by applying intermedi-
ate spectral gains Gnn(λ, μ), using Φ̂nn(λ, μ) and a Wiener filter with DDA, to the
reference signal:

S̃(λ, μ) = Xref(λ, μ) ·Gnn(λ, μ). (4.4)

The overall gains are denoted by G1(λ, μ) which are passed over to the second stage.
Please note that these gains could already be applied to the disturbed input spectra
if the second stage is not employed.

4.1.3.2 Stage II: Speech Enhancement Based on Sound Field Coherence

The motivation for a second processing step is that the spectral subtraction rule de-
scribed in the previous section aims at reducing late reverberation and background
noise only and thus, early and residual late reverberation remains. The subsequent
coherence-based algorithm exploits the low coherence of the sound field between differ-
ent microphones to estimate the (direct) speech PSD and to remove all non-coherent
signal parts while keeping the coherent parts unaffected. Since only the direct speech
shows a high coherence between the microphones, this approach also reduces early
reverberation. A further advantage is that no estimation of room acoustic parame-
ters (e.g., T60) is required and that a priori information about the sound field can
significantly improve the effectiveness of the algorithm.

The general structure is illustrated in Fig. 4.5. First, intermediate enhanced signals
are computed by applying the gains of Stage I to the time-aligned input spectra
according to

S̃l(λ, μ) = X ′
l(λ, μ) ·G1(λ, μ) (4.5a)

S̃r(λ, μ) = X ′
r(λ, μ) ·G1(λ, μ). (4.5b)

From these signals, the PSD of the clean speech components Φ̂ss(λ, μ) is estimated
by applying Eq.(3.28) and by using an appropriate model for the noise field coherence
Γn1n2

(Ω). The spectral weights G2(λ, μ) are then obtained by Eq.(3.29).
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Finally, the weighting gains of the two stages G1(λ, μ) and G2(λ, μ) are confined by

lower thresholds G
(1|2)
min and are multiplied to obtain the final weights G(λ, μ):

G(λ, μ) = G1(λ, μ) ·G2(λ, μ). (4.6)

This corresponds to a subsequent application of the weighting gains of the two stages.
For reducing the amount of musical tones, spectral smoothing over frequency of the
magnitudes G(λ, μ) is performed using the smoothing procedure outlined in Sec. 3.4.1.

Finally, the weighting gains G(λ, μ), which are confined by G
(cmb)
min , are applied to the

input spectra by

Ŝl(λ, μ) = Xl(λ, μ) ·G(λ, μ) (4.7a)

Ŝr(λ, μ) = Xr(λ, μ) ·G(λ, μ). (4.7b)

The crucial point is now to select a suitable model for the sound field coherence
Γn1n2

(Ω) in Eq.(3.28). For an ideal diffuse sound field with line-of-sight between
two microphones, the optimal solution is the model in Eq.(2.6). However, when it
comes to binaural signal processing where no line-of-sight between the microphones
can be assumed, this model is not appropriate. Since the head-shadowing has a severe
impact on the coherence, we propose to use the semi-analytical coherence model for
a binaural spherically isotropic sound field as described in Sec. 2.2.1.1 and App. B.

Please note that in the practical implementation, the approximation of the coherence
model based on the sum of Gaussians is beneficial as presented in [JV10, JSEV10].
Alternatively, pre-calculated look-up tables can be stored.

4.1.4 Performance Evaluation

The performance evaluation is subdivided into separate experiments for the derever-
beration and noise reduction performance as well as the overall enhancement perfor-
mance with noisy and reverberated input signals. Furthermore, the influence of head
shadowing on the algorithm performance and the chosen noise field coherence model
is given. The main simulation settings are listed in Table 4.2. The settings for the
DRR estimator are chosen according to Table 2.6.

Based on further simulations with a desired talker from various azimuth angles θ,
it is shown in [JV10] that the employed time-alignment ensures the same speech
enhancement performance for all incidence angles. Sources which are not in the range
of −30◦ ≤ θ ≤ +30◦ (see Fig. 2.1 (b)) cannot be enhanced without any compensation
of the different time-delays of arrival between the microphones.

4.1.4.1 Dereverberation Performance

This subsection gives the results of three different binaural dereverberation algo-
rithms. The two-stage system (Two-Stage) is evaluated and the performance is com-
pared to a processing employing the individual stages (Stage I and Stage II) only.
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Table 4.2: Main simulation parameters of proposed two-stage speech enhancement system.

Parameter description Setting

Smoothing factors α(xx) = 0.9, α(PSD) = 0.8

Late reverberant time span Tl = 80ms

Threshold Γmax = 0.99

Gain Smoothing factors ζthr = 0.2, Λ = 25

Gain thresholds G
(1)
min = 0.1, G

(2)
min = 0.3, G

(cmb)
min = 0.2

Smoothing freq. range 4 kHz ≤ f ≤ 7 kHz

For a fair comparison of the dereverberation performance, the noise reduction is de-
activated such that only the late reverberant speech PSD estimate in Stage I is used,

i.e., Φ̂int(λ, μ) = Φ̂
(late)
rev (λ, μ). Furthermore, no additive background noise was added

to the reverberant signal.

The results for the lecture and office room in terms of the enhancement of the ob-
jective measures: SRMR, segDRR and SII are given over different input DRRs in
Fig. 4.6. It turns out that among the compared methods, the proposed two-stage
system shows the highest amount of reverberation reduction in terms of SRMR and
segDRR improvement. It outperforms the two individual stages for all tested scenar-
ios.

The SII improvements are almost equivalent for the two-stage system and Stage II
only, which means that the highest amount of intelligibility improvement is caused
by the coherence-based processing. This tendency of the objective measurements was
verified by informal listening tests. It could be observed that the first stage greatly
reduces the late reverberant tail but no early reverberation. The coherence-based
algorithm (Stage II only) made the processed signal sound more “clearly” (reduction
in coloration). This effect was in particularly audible for the two-stage system, where
a reduction of both coloration and overlap-masking results in the best listening com-
fort with the lowest amount audible distortions among all tested approaches. The
same tendency was observed for the NA-SA measure as well as for the Bark Spectral
Distortion (BSD), cf. [JSEV10].

4.1.4.2 Noise Reduction Performance

The purpose of the second experiment is to assess the noise reduction performance
only. Hence, for a fair comparison, only the background noise PSD estimator in
Stage I was activated, i.e., Φ̂int(λ, μ) = Φ̂nn(λ, μ). For the objective comparison, the
instrumental measures NA-SA, ΔPESQ and SII are chosen.

In addition to the proposed binaural system, the binaural SDW-MWF with an adap-
tive smoothing procedure which updates the correlation matrix in segments of speech
absence [MHD11] is employed1. We use an ideal VAD determined from the clean

1The author would like to thank Daniel Marquardt for helpful discussions and for providing a
MATLAB reference implementation.
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(a) Lecture room (T60 = 0.69 s).
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(b) Office (T60 = 0.51 s).
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Figure 4.6: Dereverberation performance of two-stage system(w/o background noise).

speech signal. In a real system VAD algorithms as in [CMW11a, Cor11, JKAO09] or
the proposed dual-channel VAD used for the DRR estimator have to be employed.
This integration is, however, out of the scope of this work.

The results over a SNR range from −5 to 20 dB using binaural pub noise recordings
from the ETSI background noise database [ETS09] are illustrated in Fig. 4.7. As
for the dereverberation performance, it can be observed that both individual stages
perform a good noise reduction and that the combined system leads to the best
results, as expected. For negative signal-to-noise ratios, the performance of all five
algorithms drops but as the SII measures still shows an increase of approx. 0.2 for the
two-stage system, an improved intelligibility is obtained. The SDW-MWF shows the
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Figure 4.7: Noise reduction performance of two-stage system using recorded pub noise at
different SNRs (w/o reverberation).

lowest performance in this diffuse noise situation as it is mainly capable of reducing
interfering point sources from aside the desired source. Similar results were observed
for cafeteria and kindergarten noise.
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Figure 4.8: Dereverberation and noise reduction performance of two-stage system using
recorded pub noise at different SNRs and RIRs of the lecture room.

4.1.4.3 Joint Dereverberation and Noise Reduction Performance

The last experiment deals with the enhancement of input signals which are disturbed
by additive background noise and room reverberation. For this purpose, the reverber-
ant signals used in Sec. 4.1.4.1 were degraded with additional background noise as in
Sec. 4.1.4.2. The complete algorithm with both noise PSD and late reverberant speech
PSD estimators is used and all required acoustic parameters (frequency-dependent
RT and DRR) are estimated blindly.

The objective scores are given in Fig. 4.8, exemplarily for the lecture room and
pub noise over a varying SNR. The same findings as for the dereverberation and
noise reduction alone can be made: The two-stage algorithm is beneficial in all tested
conditions and it can be concluded that with the proposed speech enhancement system
a significant reduction of all considered interferences even under adverse acoustic
conditions can be achieved. Please note that the same trend was observed for other
RIRs and different background noise types.

4.1.4.4 Influence of Head Shadowing

Finally, the advantage of the novel binaural coherence model in comparison to the
free-field diffuse model is shown exemplarily for the coherence-based Stage II. The
plot in Fig. 4.9 depicts the measured Speech Attenuation (SA) over frequency by using
two different coherence models. It can be seen that in the low frequency range the
employment of the binaural coherence model can greatly reduce the resulting speech
distortions by up to 2 dB. This corresponds to Fig. 2.9 where it is illustrated that in
binaural applications the proposed binaural coherence model is more accurate than
the frequently used free-field diffuse model.
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Figure 4.9: Illustration of effects of novel binaural coherence model on speech attenuation
(SA) using Stage II and a reverberant input signal (lecture room RIR, w/o
background noise).

4.1.5 Binaural Wireless Data-Link

The availability of a wireless data-link between two hearing aids allows for the in-
tegration of binaural speech enhancement algorithms. By means of an appropriate
data exchange, the algorithms can exploit spatial information and, most important,
preserve the binaural cues. This is a great advantage compared to bilateral signal
processing and overcomes several limitations especially as state-of-the-art hearings
aids are already capable of transmitting data from one hearing aid to the other de-
vice at a total data-rate of 212 kbit/s, cf. [Cor11]. Therefore it is very important
to study the impact of the capacity of a wireless data-link on the performance of
speech enhancement algorithms. The authors in [RV06] and [SdB09] investigate the
optimal trade-off between the required bit-rate and the noise attenuation provided
by a binaural beamformer. In [Cor11] a possible reduction of the bitrate required for
the binaural data-link of the SDW-MWF algorithm is discussed.

An elaborate discussion on the wireless data-link with all its consequences for speech
enhancement algorithms and the battery capacity is out of the scope of this thesis.
In the following, it will only be investigated exemplarily how the binaural data-link
influences the coherence of the desired (direct speech) signals reaching the left and
right ear and how this affects the speech enhancement performance. In order to model
the digital transmission from one ear to the other in the time-domain, we consider the
simple case of a transmission with A-law quantization only, cf. [VM06], as well as the
usage of two different speech codecs: G.722 [ITU88] and AMR-WB [3GP04b]. The
transmission model is depicted in Fig. 4.10. The left device receives the transmitted

(quantized and/or coded, i.e., encoder and decoder) signal x
(T)
r (k) from the right

device and performs the binaural processing based on the signals xl(k) and x
(T)
r (k)

to obtain an enhanced signal ŝl(k), and vice versa for the right device. Transmission
errors and the influence of delay are not considered.

Coherence-based speech enhancement algorithms, e.g., Stage II of the proposed bin-
aural system, exploit the high coherence of the desired signal and the low coherence
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Figure 4.10: Binaural wireless data-link transmission model.

of the interference. Therefore, it is required that the coherence of the desired signal is
not affected by the data-link. Figure 4.11 (left) shows the MSC between the unquan-

tized signal xl(k) and the quantized signal x
(T)
r (k) in dependency of the bit-rate at a

sampling frequency of fs = 16 kHz. It can be observed that the coherence is greatly
affected by the transmission, especially at lower bit-rates. To quantify the effects

on the speech enhancement performance, the signals xl(k) and x
(T)
r (k) are used as

the input signals of the Stage II algorithm. Figure 4.11 (right) shows the occurring
speech distortions in terms of the SA measure over frequency. It can be observed that
at least a data-rate of 128 kbit/s is required when transmitting the signals with this
simple transmission model. The decrease of the coherence for the lower data-rates
in Fig. 4.11 (left) has a severe impact on the speech attenuation. We conclude that
the transmission loss has to be taken into account and as a consequence that the
performance of coherence-based algorithms is lowered due to the quantization noise.

To take into account more appropriate transmission models, experiments were con-
ducted in the same manner using the G.722 as well as the AMR-WB speech codec.
The G.722 codec is capable of transmitting audio and speech signals in the fre-
quency range of 50 − 7000Hz at fixed bit-rates of 48 kbit/s, 56 kbit/s and 64 kbit/s
(only Mode 1 with 64 kbit/s is considered). Within the Sub-Band Adaptive Differen-
tial Pulse Code Modulation (SB-ADPCM) concept (see [VM06]), the full frequency
band is split into two subbands (higher and lower) using a Quadrature Mirror Fil-
ter (QMF) filterbank and the signals in each subband are encoded using ADPCM.
The lower subband is coded with 6 bits (=̂ 48 kbit/s) and the higher subband with
2 bits only (=̂ 16 kbit/s). The AMR-WB codec is capable of processing the same
audio bandwidth at various bit-rates using the Algebraic Code Excited Linear Pre-
diction (ACELP) principle, cf. [VM06]. However, only the lower frequency range
of 50 − 6400Hz is encoded by means of waveform coding. The higher range of
6400 − 7000Hz is processed by means of an artificial bandwidth extension with or
without side information. In terms of the algorithmic latency, only the G.722 is favor-
able for the integration into a binaural wireless transmission system. The AMR-WB
codec is used as a reference only.

The influence of transcoding with the G.722 (64 kbit/s) as well as the AMR-WB
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Figure 4.11: Influence of single-sided A-law quantization on MSC of direct speech signal
(left) and dereverberation performance (right).

(23.05 kbit/s, 12.65 kbit/s) on MSC and SA is depicted in Fig. 4.12. In the left figure
it can be seen that the transcoding with the G.722 leaves the MSC unaffected in
the lower frequency range, whereas a small decline can be observed for the higher
frequency range. This can be explained with the internal processing in two different
subbands with different bit-rates. The AMR-WB codec results in a MSC of nearly
zero in the frequency range above 6.4 kHz since the employed artificial bandwidth
extension diminishes the correlation of the two signals significantly. From the right
plot it can be concluded that only the G.722 is capable of maintaining a sufficient
speech quality when transmitting one signal via a wireless data-link.

Furthermore, it has to be considered that the wireless transmission has a significant
effect on the operating time of the hearing aids due to the limited battery capacity.
Hence, a more intelligent data-link which controls the amount of data which needs to
be transmitted and more efficient speech codecs that are adapted to the application
demands are necessary to save battery power and to limit the introduced artifacts,
see also [HKLP08].
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4.2 Speech Enhancement for Dual-Microphone

Mobile Phones

In this section, the application of the discussed speech enhancement algorithm for
dual-microphone mobile phones is discussed briefly. In order to employ such algo-
rithms, a secondary microphone can be placed either next to the common primary
microphone on the bottom of the device or on top of the device (see Fig. 2.15). An
analysis of the acoustical environment based on recordings with a dual-microphone
mock-up phone mounted on a dummy head was presented in Sec. 2.2.2. In contrast
to related dual-channel noise reduction systems such as [GLBF03], the new approach
allows for a scalable extension of an existing single-channel noise suppression system
by exploiting a secondary microphone channel for a more robust noise PSD estimation
and improved spectral weighing rule.

For further discussion and evaluation results of state-of-the-art noise PSD estimators
and spectral weighing rules for both types of microphone alignments, i.e., Bottom-
Bottom (BB) and Bottom-Top (BT), please refer to [Her11]. Here, we restrict the
discussion to the most promising dual-microphone BT configuration for mobile phones
and the hand-held position.

4.2.1 Speech Enhancement System

The novel speech enhancement system which operates in the short-term Fourier do-
main is depicted in Fig. 4.13. Based on the two input signals X1(λ, μ) and X2(λ, μ),

a noise PSD estimate Φ̂nn(λ, μ) is calculated using the proposed PLDNE algorithm
presented in Sec. 3.2.1.1. From the input signals and the noise PSD estimate, spec-
tral weighting gains G′(λ, μ) are calculated by means of the PLD gain algorithm
(see Sec. 3.2.2). For reducing the amount of musical tones, spectral smoothing over
frequency of the magnitudes G′(λ, μ) is performed using the smoothing procedure
outlined in Sec. 3.4.1. The final gains G(λ, μ) are then applied to the primary input
signal.

Please note that no additional estimator for the late reverberant speech PSD is em-
ployed since the PLD system is already capable of reducing room reverberation as
shown later. In order to fulfill the delay requirements for mobile phones, cf. [DB08],
a filtering in the time-domain by means of a filter-bank equalizer is also possible, cf.
[LV08b].

4.2.2 Performance Evaluation

Since an evaluation of the PLD system in terms of the noise reduction performance
and estimation accuracy has already been performed in Sec. 3.2.2, we restrict the
following experiments to the dereverberation performance only. The input signals
for the dual-channel algorithm were obtained by convolving a speech signal with
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Ŝ(λ, μ)

Figure 4.13: Schematic diagram of the proposed dual-channel noise reduction system for
mobile phones.

Table 4.3: Simulation results of dereverberation performance of PLD system. The DRR
values are determined from the impulse responses used to generate the reverber-
ant input signals.

Room input DRR (top mic.) input DRR (bottom mic.) ΔSRMR

Office 0.94 dB 14.92 dB 0.10

Stairway 2.68 dB 15.72 dB 0.16

Corridor 0.28 dB 13.96 dB 0.47

two different RIRs measured with the BT mock-up phone and a dummy head. The
first RIR was measured between artificial mouth and the bottom microphone and
the second RIR between mouth and the top microphone. The input DRR values
of the RIRs measured at the two microphones and the results in terms of SRMR
improvement are listed in Table 4.3. Since the direct path energy is already very
high compared to the reverberant energy, only moderate improvements in terms of
the SRMR measure could be obtained. In the subjective listening impression, the
long reverberant tail was completely removed and the listening comfort was greatly
improved after the processing.

A further experiment with a noisy and reverberant signal showed the same tendency.
Hence, we conclude that the proposed dual-channel speech enhancement for mobile
phones is capable of reducing background noise and room reverberation.

Furthermore, a possible cross-talk between the (hand-held mode) loudspeaker and
the secondary microphone was investigated and the measurement-based simulations
have shown that this coupling does not cause any audible distortions. Additionally,
the algorithm is robust towards different time-delays of arrival of the two microphone
signals regarding the typical dimensions of a mobile phone and is also robust towards
a possible unintended covering of the top microphone by the user.
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Figure 4.14: Pictures of the German Bundestag2. (left) Audience where the lines mark
possible sound propagation paths from the loudspeaker system to the micro-
phones at the lectern; (right) Speaker at lectern with two microphones.

4.3 Dereverberation for Recordings Taken in the

German Parliament

Along with the two main application areas, a case study is presented to show how dere-
verberation can be applied to enhance single-channel speech recordings such as taken
in the German parliament1. Based on the psychoacoustically-motivated dereverber-
ation concept (see Sec. 3.4.2), a significant improvement in terms of the perceived
quality is obtained in comparison to a conventional dereverberation approach [JV11].
Since time-varying changes of the acoustical environment are negligible, all required
acoustical parameters such as RT and DRR, are determined in an off-line procedure.

Room reverberation is usually caused by reflections of the emitted source, e.g., a
speaker which stands far away from another speaker in an enclosure. In contrast to
that, in a parliament discussion, the speaker is located at a lectern and the speech
is captured by microphones at a small distance. This speech signal is processed
and emitted by a loudspeaker system to the audience. In very large rooms, this
signal is then reflected on the walls and fed back into the microphones with a certain
sound propagation delay. In order to avoid instability and overshoots, a feedback
cancellation is employed which usually consists of a notch filter or an adaptive filter
with a short filter length. However, the captured reverberation remains if no further
countermeasures are employed. This acoustic situation is illustrated for the German
parliament in the left subfigure of Fig. 4.14 where simplified sound propagation paths
are marked by the dashed lines. A speaker standing at the lectern is shown in the
right subfigure where the short distance to the capturing microphones can clearly be
seen. Even though two microphones are mounted on the lectern, only one microphone
is used in this setup since the second one is used only as a microphone breakdown
replacement.

1The author would like to thank Steven Rösler from the German Bundestag parliament television
for providing the audio recordings.

2Photographic material provided by the digital image service of the German Bundestag.
(c) Werner Schüring (left) and Thomas Trutschel/photothek.net (right).
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Figure 4.15: Spectrogram of a recording without processing (x(k)).

In the spectrogram of a short recording in Fig. 4.15, the smearing over time due
to reverberation can clearly be seen. Since the acoustical scenario does not change,
apart from small movements of the speaker and the audience, all required acoustical
parameters for the considered speech enhancement algorithm such as RT and DRR
have to be estimated only once. This off-line procedure is carried out blindly from
recorded data since no acoustical RIR measurements are available.

In this application scenario a modified ML approach based on [LYJV10] is used in
a preceding off-line procedure. The RT is estimated in speech offset periods only
which are determined by a VAD. For all obtained speech offset segments which are
larger than 200ms, the ML procedure is applied and the results are averaged. From
this estimation procedure, an average reverberation time of 0.86 s was obtained in
the considered scenario, using 45min. of speech material. The DRR is determined
off-line by measuring the energy drop of the signal after a sharp speech offset by
manual segmentation. The resulting DRR was measured as 18 dB, which indicates
that the source is located within the critical distance.

As employed in the speech enhancement system for binaural hearing aids, we take
advantage of the late reverberant speech PSD estimator HB ([HGC09]) as discussed
in Sec. 3.1.1.1. Here, only the single-channel case is considered and the extension by
the psychoacoustic-motivated weighting rule discussed in Sec. 3.4.2 is used.

4.3.1 Performance Evaluation

In a first step, the above mentioned off-line procedure to determine the RT and DRR
was carried out. In a second step, the single-channel recordings were processed with
and without the psychoacoustical extension of the conventional dereverberation al-
gorithm using Eq.(3.65) and Eq.(3.11), respectively. The corresponding time-domain
signals are termed x̃(k) and x̂(k) (Please refer to Fig. 3.20 for the signal naming of the
intermediate signals). Further important simulation parameters are listed in Table
4.4.
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Table 4.4: Main simulation parameters.

Parameter Settings

Sampling frequency fs = 32 kHz

Frame length L = 640 (20ms)

FFT length M = 1024 (including zero-padding)

Frame overlap 50% (Hann window)

Smoothing factor α(xx) = 0.9

Reverberation time T60 = 0.86 s

Late reverberant time span Tl = 0.1 s

DRR DRR= 18dB

Interference attenuation factor ζint = −15 dB

Gain threshold Gmin = 0.1

Table 4.5: Dereverberation performance in terms of the non-intrusive quality measure
SRMR.

Pre-dereverberated x̃(k) Dereverberated x̂(k)

ΔSRMR 0.7 0.83

Since neither the room impulse response nor any anechoic reference signal is available,
only non-intrusive objective quality measures can be used. Table 4.5 shows the results
in terms of the SRMR difference measure where a high improvement can be observed.
The psychoacoustic extension even leads to an increase in SRMR compared to the
pre-dereverberated signal. The corresponding spectrograms of the enhanced signals
are shown in Fig. 4.16. It can be seen that due to the psychoacoustic weighting (right
subfigure), random fluctuations, i.e., musical tones, could be reduced significantly.
The reduction of musical tones and further artifacts was confirmed by the subjective
listening impression.

In future applications, the developed algorithm might be used for a post-processing
of recorded data, e.g., for news broadcast or as a plug-in for video players such as
the VLC. Besides, the enhanced recordings can be used for archival storage and
documentation. Audio and video demonstrations are available online2.

2Download link: http://www.ind.rwth-aachen.de/~bib/jeub11b
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Figure 4.16: Spectrogram of processed speech: (left) with pre-dereverberation only (x̃(k));
(right) with dereverberation using psychoacoustic weighting (x̂(k)).
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4.4 Summary

In this chapter, the application of the introduced concepts and algorithms for dere-
verberation and noise reduction were discussed. Two main examples for speech en-
hancement applied to binaural hearing aids, dual-microphone mobile phones were
given. Furthermore, a case study was presented to show how dereverberation can be
applied for a processing of recorded speech in a large plenary hall.

The new aspects of this chapter are briefly:

• a novel and efficient speech enhancement system for binaural hearing aids includ-
ing discussions on:

– the extension of monaural algorithms to binaural output and the proposal of
a new concept based on a reference signal,

– investigations how bilateral dereverberation influences the binaural cues
based on objective measures and a listening experiment,

– proposal of a two-stage speech enhancement system where all required acous-
tic parameters are estimated blindly from the reverberant and noisy input
signals which does not alter the binaural cues,

– separate experiments on noise reduction, dereverberation as well as joint
noise reduction and dereverberation performance to show the superiority
compared to related approaches in terms of objective quality measures and
subjective listening impression,

– proof that the usage of an accurate model of the noise field coherence greatly
reduces the occurring speech distortions,

– investigations on the wireless data-link.

• proposal of a generalized speech enhancement scheme for dual-microphone mobile
phones which is capable to reduce background noise and room reverberation and
shows a better performance than state-of-the-art methods.

• case study on the application of speech dereverberation for enhancing speech
recordings taken in the German parliament

– adaptation of a psychoacoustically-motivated spectral weighting rule known
from noise reduction.

This chapter has demonstrated the effectiveness of the proposed algorithms and con-
cepts in important and realistic applications. All methods have the potential to be
integrated into future binaural hearing aids and dual-microphones mobile phones.
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Summary

Within this work, new algorithms and concepts enabling a joint reduction of room
reverberation and environmental background noise for speech communication systems
under adverse acoustic conditions were presented. The new strategies are based on
measurements and recordings in realistic acoustical environments keeping in mind the
specific acoustic conditions for the two main applications, i.e., binaural hearing aids
and dual-microphone mobile phones. Along with an acoustic environment analysis,
the main outcomes of this thesis are two novel speech enhancement systems which
are adopted in particular to the specific application scenarios.

For binaural hearing aid applications, a new two-stage algorithm is proposed. It is
based on a coherence model which takes the shadowing effects of the head into account
as well as two combined estimators for the late reverberant speech Power Spectral
Density (PSD) and background noise PSD. A key aspect is that all required acoustic
parameters such as the Reverberation Time (RT) and Direct-to-Reverberation Energy
Ratio (DRR) are estimated blindly from the noisy and reverberant input signals. The
second algorithm, developed for dual-microphone mobile phones, exploits explicitly
the Power Level Difference (PLD) of speech and all interfering sources and comprises
a new noise PSD estimator and spectral weighting rule.

Analysis and Models of the Acoustic Environment

In the beginning of this thesis, the acoustic properties of the occurring reverberant
and background noise conditions were evaluated. For this investigation, the coherence
function plays an important role. Different existing models for important noise fields
were discussed and a new model for a mixed coherent and diffuse noise field was
derived which can be used, e.g., for noise field classification algorithms. In the context
of binaural hearing aids, it is especially important to take the occurring shadowing
effects of the head on the coherence into account.

The considered speech communication devices have to deal with different acoustic
situations which are, in case of reverberation, mainly determined by the source-
microphone distance. It was shown that the DRR and RT are highly dependent
on the frequency for larger rooms and for most situations, the source can be assumed
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to be within the so-called critical distance. The common assumption of a homoge-
neous and diffuse background noise field was verified by recordings in realistic acoustic
environments.

Furthermore, two important estimators which allow for a blind (frequency-dependent)
estimation of the RT and DRR were presented and evaluated. Moreover, it was
demonstrated based on a listening experiment that room reverberation can lead to a
decrease in listening comfort even for hand-held telephony under certain conditions
which is usually assumed to be negligible.

As an additional outcome, a large database of all measured room impulse responses,
the so-called Aachen Impulse Response (AIR) database, was developed and is avail-
able online.

Joint Dereverberation and Noise Reduction

In the second main chapter, dereverberation and noise reduction were considered
independently first, followed by discussions how to efficiently combine different algo-
rithms and estimation techniques to allow for a joint reduction of reverberation and
background noise. This comprises also single-channel algorithms which have been
extended to two input and two output channels.

The dereverberation section has started with an evaluation and improvement of dif-
ferent classes of state-of-the-art algorithms which require different properties for the
input signal in terms of the DRR. First, single-channel methods which estimate the
late reverberant speech PSD were introduced. In the evaluations, it turned out that an
algorithm which is based on a generalized model of the Room Impulse Response (RIR)
shows the best performance. The algorithm has been extended by means of two blind
estimators of the required parameters: RT and DRR. By further incorporating a
frequency-dependent RT estimate, the estimation error could be reduced by up to
2.5 dB in the higher frequency range. Second, dual-channel algorithms which exploit
the coherence of the two input signals were introduced and improved. To ensure a low
speech attenuation, it is beneficial in this case to take accurate models of the noise
field coherence into account. In terms of diffuse noise fields, a performance gain of up
to 4 dB (NA-SA) was obtained my means of an appropriate coherence model. The
use of a model which takes the shadowing of the head into account can even further
reduce the speech attenuation in the lower frequency range by 2 dB (SA) in binaural
applications.

For the reduction of background noise, two novel short-term noise PSD estimators
were introduced. At first, a new generalized expression of a known dual-channel
estimator is derived which allows to incorporate different coherence models. In doing
so, the logarithmic estimation error could be reduced by 1 dB in average and up to
8 dB in the lower frequency range. For inter-microphone distances larger than 0.15m,
it outperforms state-of-the-art single-channel algorithms such as Minimum Statistics
(MS) and a Speech Presence Probability (SPP)-based method. Second, a new concept
which exploits the PLD of speech and noise was used to derive a low-complexity dual-
channel noise PSD estimator. Also with this new concept, improvements compared to
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related approaches could be achieved. Moreover, a modified spectral weighting rule
is derived which is also based on the considered power level differences and the noise
field coherence. The algorithm requires only a low computational complexity and
can efficiently be implemented using first order IIR filters for the auto- and cross-
PSD estimation. Experiments have shown that the novel algorithm is capable of
reducing unwanted background noise as well as reverberation. Compared to related
dual-channel approaches, a performance gain of 5−8 dB (NA-SA) was measured even
under adverse acoustic conditions.

In the sequel, the combination of dereverberation and noise reduction was examined.
First, it was shown that background noise can have a severe impact on the RT and
DRR estimation accuracy and that reverberation increases the estimation error of
background noise PSD estimation algorithms. Based on these investigations, an ad-
vanced concept how to jointly reduce reverberation and background noise by means
of an interlaced combination of different algorithms and estimation techniques was
proposed. The new structure allows now to estimate the required RT and DRR even
under adverse background noise conditions.

Applications

The introduced concepts for dereverberation and noise reduction have been adopted
and extended to the two main application scenarios:

• The first application example regards binaural hearing aids where a novel two-
stage algorithm is presented which efficiently reduces early reverberation, late
reverberation as well as additive background noise. The algorithm operates in
the frequency domain and consists of two components: The first stage of the
algorithm is based on a statistical model of the RIR and comprises a spectral
weighting rule which depends on the short-term PSD of the late reverberant speech
and background noise. In a second stage, the residual reverberation and noise is
attenuated by a dual-channel Wiener filter which is based on a new coherence
model taking into account head shadowing.

Furthermore, a novel smoothing procedure of the spectral gains over frequency is
integrated to reduce musical tones. The overall binaural input-output structure
does not affect the most important binaural cues, i.e., Interaural Time Difference
(ITD) and Interaural Level Difference (ILD), and hence, keeps the localization
ability. This was motivated by investigations how state-of-the-art dereverberation
algorithms influence the binaural cues in bilateral processing. It has further been
shown that the majority of listeners prefer binaurally over bilaterally processed
signals.

Modern binaural hearing aids are capable of a wireless data exchange between
both devices. This allows to employ sophisticated speech enhancement algorithms
which can exploit spatial information and preserve the binaural cues. We have
investigated the influence of a wireless data-link on the coherence and the attenu-
ation of the desired speech components. Based on a low-complexity transmission
with A-law quantization and two speech codecs, i.e., G.722 and AMR-WB, it was
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shown that the coherence can be greatly affected by a wireless transmission. For
the AMR-WB and low data-rates, the speech attenuation was increased up to
4 dB. It is suggested that, at least for the considered configuration, the G.722 at
a data-rate of 64 kbit/s can ensure an unaffected processing using the abovemen-
tioned binaural two-stage system.

• The second example of use are dual-microphone mobile phones where the al-
gorithm explicitly exploits the special acoustic characteristics of the Bottom-
Top (BT) microphone configurations. By taking into account the different power
level differences of speech, noise and reverberation, an effective concept is pro-
posed which is advantageous compared to state-of-the-art methods. Related dual-
channel methods were outperformed by 10 − 20 dB (NA-SA), depending on the
input SNR. The performance gain due to a secondary microphone can only be
fully exploited in the bottom-top configuration which should be the design target
for any future mobile communication device.

In an additional case study, we have demonstrated how the concept of speech dere-
verberation can be used to enhance single-channel speech recordings taken in large
plenary halls such as the German parliament. Based on a new psychoacoustically-
motivated dereverberation concept, which was adopted from noise reduction, the
listening comfort and intelligibility could be increased significantly. In future applica-
tions, the developed algorithm might be used for a post-processing of recorded data,
e.g., for news broadcast.

In conclusion it can be stated that this thesis has demonstrated how to efficiently
tackle the problem of room reverberation and environmental background noise even
under adverse acoustic conditions. The emerging technologies allow to jointly reduce
early and late reverberation as well as additive background noise and are capable
of improving the listening comfort and the speech intelligibility for hearing aid and
mobile phone users.
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A

AIR Database and Acoustic

Measurements

A.1 Speech and Background Noise Databases

Table A.1: Speech and background noise databases.

Database Description Reference

NTT Speech database (21 languages, fs = 16 kHz) [NC94]

TSP Speech database (english speakers, fs = 48 kHz) [Kab02]

ETSI Background noise database [ETS09]

(Stereo and binaural in real rooms, fs = 48 kHz)

NOISEX-92 Background noise database [VS93]

(fs = 19.98 kHz)
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A.2 Acoustic Measurement System

Table A.2: Measurement equipment.

Device Description

RME Multiface II Soundcard

RME Octamic Microphone amplifier

Genelec 8130A Loudspeaker

(RIR measurements and four-loudspeaker noise generation)

Genelec 7050B Subwoofer (used for four-loudspeaker noise generation)

Beyerdynamic MM1 Measurement microphone

(RIR measurements and mock-up phone)

HEAD acoustics HMS II.3 Dummy head with mouth simulator

HEAD acoustics HMS II.5 Dummy head w/o mouth simulator

HEAD acoustics HHP III Dummy head handset positioner

HEAD acoustics PEQ V Headphone equalizer (Listening tests)

Sennheiser HD 600 Stereo headphones (Listening tests)

BT BB

B1 B1 B2

T

1
1
.5
cm

3 cm

Figure A.1: Illustration of mobile-phone with the two considered microphone positions. (a)
bottom-top (BT) alignment, (b) bottom-bottom (BB) alignment.
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A.3 AIR Database

Table A.3: Room impulse response databases.

Database Description Reference

AIR Binaural and mobile phone RIRs in different rooms1 [JSV09]

(fs = 48 kHz)

MARDY Eight-channel RIRs in acoustic lab [WGH+06]

(fs = 48 kHz)

Oldenburg Binaural RIRs and background noise recordings [KEA+09]

(three microphone hearing aids, fs = 48 kHz)

ITU G.191 Single-channel and stereo RIRs in different rooms [ITU09]

(fs = 32/48 kHz)

Nierrhein Single-channel RIRs in different rooms and cars [Kit10]

(fs = 16 kHz)

Corridor

Binaural

Dist. [m] RT [s] DRR [dB]

✗ ✗ ✗

Mobile Phone

Device RT [s] DRR [dB]

BB (HHP/HFRP) 0.98/1.34 12.78/6.51
BT (HHP) 1.12 12.71

18.25m

2
m

8m

1Please note that the various measurements have been conducted over a time-span of 3 years
where the acoustical environment might have been changed due to new furniture and the recordings
at different positions in the room. Download link: http://www.ind.rwth-aachen.de/air
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Stairway

Binaural*

Dist. [m] RT [s] DRR [dB]

1 0.72 9.58
2 0.83 3.98
3 0.90 0.51

ø0.82

Mobile Phone (different location)

Device RT [s] DRR [dB]

BB (HHP/HFRP) 1.31/1.52 10.87/4.7
BT (HHP) 0.89 13.75

7m

5
.2

m

U
p

2m

* All binaural RIRs measured with dummy head at different azimuth angles
(−90, 15, ...,+90◦)
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Office Room

Binaural*

Dist. [m] RT [s] DRR [dB]

1 0.45 8.08
2 0.53 2.54
3 0.57 −1.45

ø0.51

Mobile Phone

Device RT [s] DRR [dB]

BB (HHP/HFRP) 0.4/0.52 12.27/5.28
BT (HHP) 0.52 13.18

3.80m

5
m

* All binaural RIRs measured with and without dummy head

Meeting Room

Binaural*

Dist. [m] RT [s] DRR [dB]

1.45 0.27 8.67
1.7 0.28 6.71
1.9 0.27 6.27
2.25 0.29 6.53
2.8 0.29 6.83

ø0.28

Mobile Phone

Device RT [s] DRR [dB]

BB (HHP/HFRP) 0.16/0.24 14.21/9.34
BT (HHP) ✗ ✗

8m

6
m

4.5m

1
.2

m

1.
45

m

1.7
m 1.9m

2.25m

2.8m

~~

~~

* All binaural RIRs measured with and without dummy head
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Booth

Binaural*

Dist. [m] RT [s] DRR [dB]

0.5 0.17 9.17
1.0 0.18 4.60
1.5 0.28 3.24

Ø0.21

Mobile Phone

Device RT [s] DRR [dB]

BB (HHP/HFRP) ✗ ✗
BT (HHP) ✗ ✗

2m

2
.5

m

d
=

{
0

.5
m

, 
1

m
, 

1
.5

m
}

.
 

 

* All binaural RIRs measured with and without dummy head



A.3 AIR Database 137

Lecture Room

Binaural*

Dist. [m] RT [s] DRR [dB]

2.25 0.73 6.74
4 0.69 1.75
5.56 0.83 −1.45
7.1 0.85 −3.64
8.68 0.86 −6.38
10.2 0.87 −3.83

ø 0.81

Mobile Phone

Device RT [s] DRR [dB]

BB (HHP/HFRP) 0.15/0.57 14.49/11.18
BT (HHP) ✗ ✗

11m

1
1

m

4m

1.56m

1.54m

1.58m

1.52m

*All binaural RIRs measured with and without dummy head
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Aula Carolina (Aachen, Germany)

Binaural*

Dist. [m] RT [s] DRR [dB]

1 4.01 8.16
2 4.30 3.45
3** 4.82 0.36
5 5.16 0.53
10 7.37 −4.7
15 5.93 −2.11
20 6.66 −3.83

ø5.47

Mobile Phone

Device RT [s] DRR [dB]

BB (HHP/HFRP) ✗ ✗
BT (HHP) ✗ ✗

19m

3
0
m

,

* All binaural RIRs measured with dummy head
** At 3m distance including different azimuth angles (−90, 45, ...,+90◦)
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Binaural Coherence of Noise Fields

A semi-analytical signal processing model for the binaural coherence of homogeneous
isotropic noise fields is presented in this section. The model is based on the original
work by [Dör98] and has been republished in [JDV11]. It is derived from a simpli-
fied geometrical model of the human head, where the shadowing between the left
and right ear is modeled by two non-reflecting circular plates. Based on Kirchhoff’s
diffraction theory, it is shown how the corresponding coherence is calculated. This
model can be used as part of various binaural signal processing algorithms, such as
speech enhancement for digital hearing aids or binaural speech transmission systems.
In the experiments in Sec. 2.2.1.1, it was confirmed that the proposed theoretical
model shows a good match with the coherence obtained from measurements in a
highly reverberant environment. A MATLAB reference implementation is available
online1.

B.1 Geometric Head Diffraction Model

A simplified geometric model for the complex head geometry according to Fig. B.1 is
used in the following. It is assumed that the two microphones M1 and M2 are placed
at distance dmic next to the pinna of each side. The resulting shadowing is modeled by
two non-reflecting circular plates (P1 and P2) with radius rhead and distance dhead.
We further define a punctual sound source Q by its position vector rq or angles θ
(azimuth) and ϕq (elevation) in the far-field and H1 and H2 the transfer functions
between Q and the two microphones M1 and M2. The position vector of M is denoted
by rm. The point of origin is marked with 0 in the figures. Besides, any point on the
plate is given either by position vector r or r = ||r|| and ϕr. All further variables will
be introduced below successively. Assuming two omnidirectional microphones, the
spherically isotropic coherence can be calculated for a homogeneous noise field by the
integration over all possible directions of incident of a directional sound source. Since
this procedure requires knowledge about the transfer functions H1|2, a derivation
based on optical principles will be given in the following.

1Download link: http://www.ind.rwth-aachen.de/~bib/jeub11
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M2M1

P2P1

x1

x2

x3

dhead

dmic

rhead

0

Q

θ

ϕu,m
ϕq

ϕu,q

ϕr

lm

rm

lq

rq

r

Figure B.1: Simplified geometrical model of the human head with two circular plates P1|2.
Microphones are denoted by M1|2.

B.2 Kirchhoff’s Diffraction Theory

Kirchhoff’s diffraction theory was initially developed to explain optical phenomena
in terms of diffraction. However, this general theory can also be applied to sound
waves. Consider a monochromatic wave which propagates from a punctual source Q
through the opening of a screen (pinhole) S1 as depicted in Fig. B.2 (a), where M1

is the point at which the disturbance is to be determined. The distances between
opening and Q and opening and M1 are denoted by lq and lm respectively. In the
following we assume that the opening is small compared to the distance of both Q
and M1 from the obstacle and show how the corresponding transfer function between
Q and M1, i.e., Hqm(f) is derived. Based on the Kirchhoff diffraction theory, the
potential at location M1 can be expressed by the integral theorem of Helmholtz and
Kirchhoff as

φ(rm) =
1

4π

∫
S

[
φ(r)

∂

∂u

(
e−jβlm

lm

)
− e−jβlm

lm

∂φ(r)

∂u

]
dS (B.1)

where
∫
S
. . . dS gives the integration over a non-reflecting surface S which encloses

the point M1,
∂
∂u denotes differentiation along the inward normal u to the surface

of integration and lm = ||lm|| is the distance of the element dS from M1. The wave

number is denoted by β = 2πf
c . The surface S is formed by three partial surfaces

which together form a closed surface, the opening S1, a portion S2 at the backside of
the obstacle and a large sphere, centered at M1, S3. This decomposition allows for
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000

a) b) c)

M1M1M1
QQQ

S1S1

S2

S2S3

ϕu,q ϕu,q

ϕu,mϕu,m

φa(rm) φb(rm) φ0(rm)

rqrqrq

lmlm
lqlq

rmrmrm

uu

Figure B.2: Illustration of Kirchhoff’s diffraction theory and Babinet’s principle. (a) pin-
hole arrangement with potential φa(rm) at microphone M1, (b) inverse ar-
rangement with obstacle and corresponding potential φb(rm), (c) free-field ar-
rangement with potential φ0(rm) Eq.(B.3) as the sum of φa(rm) and φb(rm).
The surface S1 corresponds to plate P1 in Fig.B.1.

some important simplifications as shown later. So far the wave propagation between
Q and M1 was disturbed by a pinhole. Now in order to calculate the potential and
hence, the transfer function with an obstacle between Q and M1, Eq.(B.1) could be
applied for the case depicted in Fig. B.2 (b). However, since this is inherently difficult,
the Babinet principle is applied in the following, cf. [BW99]. This theorem gives the
relation between the free-field potential φ0(rm) (Fig. B.2 (c)) and a superposition of
the potential φa(rm) for the pinhole arrangement (Fig. B.2 (a)) with the potential
φb(rm) of the complementary arrangement (Fig. B.2 (b)) according to

φ0(rm) = φa(rm) + φb(rm). (B.2)

Therefore, the potential φa(rm) is calculated first, followed by the use of Eq.(B.2)
to obtain φb(rm). The corresponding free-field potential (without obstacle) at the
microphone reads [BW99]:

φ0(rm) = C
e−jβ||rq−rm||

||rq − rm||
(B.3)

with constant C. A further difficulty is that the values of φa(rm) and ∂
∂u on the

partial surfaces S1, S2 and S3 are never known exactly. Therefore, the following
approximations are made which are referred to as the Kirchhoff boundary conditions.
For S1 it is assumed that the rim of the opening can be neglected and hence, that
the potential will not considerably differ from the values obtained in the absence of
the plate (free-field). Hence, it can be written

φ
(S1)
a (r) = φ0(r) = C

e−jβlq

lq
, (B.4)

∂φ
(S1)
a (r)

∂u
= C

e−jβlq

lq

(
−jβ − 1

lq

)
cosϕu,q . (B.5)

Furthermore, the potential and hence, the derivative vanish on S2, i.e., φ
(S2)
a (r) = 0

and
∂φ

(S2)
a (r)
∂u = 0. Additionally, the integral over S3 will vanish by letting the radius
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increase indefinitely (see [BW99] for details). With such simplifications and

∂

∂u

(
e−jβlm

lm

)
=

e−jβlm

lm

(
−jβ − 1

lm

)
·(−cosϕu,m

)
, (B.6)

the potential for the pinhole arrangement (Fig. B.2 (a)) can be given with Eq.(B.1)
as

φa(rm) =
jfC

2c

∫
S1

e−jβ(lq+lm)

lq lm

[(
1− jc

2πf lm

)
cosϕu,m

+

(
1− jc

2πf lq

)
cosϕu,q

]
dS,

(B.7)

which is known as the Fresnel-Kirchhoff diffraction formula. The desired transfer
function between Q and M1 arises from the potential by means of a normalization as

Hqm(Ω) = l0 · φb(rm), (B.8)

where l0 denotes a scaling factor such that ||Hqm|| = 1 holds in the free-field. Finally,
by means of Eqs.(B.2), (B.3), (B.7), this transfer function reads

Hqm(Ω) =
e−j

Ωfs
c ||rq−rm||

||rq − rm||
l0

− jΩfsl0
4πc

∫
S1

e−j
Ωfs
c (lq+lm)

lq lm

[(
1− jc

Ωfs lq

)
cosϕu,q

+

(
1− jc

Ωfs lm

)
cosϕu,m

]
dS,

(B.9)

The geometric interpretation of lq and lm will be given in the next section.

B.3 Binaural Coherence Model

For each microphone, the transfer function is calculated and, due to the symmetry,
the diffraction at the corresponding nearest plate is taken into account. First, it is
considered that the angle θ lies in the range 0≤ θ < π

2 (see Fig. B.1). According to
Eq.(B.9), the transfer function between Q and M1 is given by

H1(Ω) =
e−j

Ωfs
c ||rq−rm||

||rq − rm||
l0

− j Ω fs l0
4πc

∫
P1

e−j
Ωfs
c (lq+lm)

lq lm

·
[(

1− jc

Ωfslq

)
cosϕu,q +

(
1− jc

Ωfslm

)
cosϕu,m

]
dP.

(B.10)
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As previously
∫
P1

. . . dP indicates the integration over a surface, here, of plate P1. rq
and rm are the position vectors, such that the distance between source and microphone
is given by ||rq − rm||. According to Fig. B.1, it can be written

||rq − rm|| = rq +
dmic

2
cos θ, (B.11)

where rq = ||rq|| is the distance from Q to the point of origin. This equation holds
since the distance from the source is assumed large compared to the distance of
the microphones, i.e., rq  dmic. The distance lq in Eqs.(B.9) and (B.10), which
corresponds to the distance of the sound wave from the source to the point specified
by (r, φr) of the plate P1, reads

lq = rq +
dhead
2

cos θ − r sin θ cos(ϕr−ϕq) . (B.12)

The distance between this specific point on the plate and microphone M1 can be
expressed by

lm =

√
r2 +

(
dmic − dhead

2

)2

. (B.13)

Additionally, the incident and emergent angles in Eq.(B.10) can be written according
to Fig. B.1 due to the far-field assumption as

cosϕu,q = cos θ and cosϕu,m =
dmic−dhead

2 lm
. (B.14)

Besides, the distances lq and ||rq − rm|| can be replaced by rq, unless for such argu-

ments in the exponential function. Taking further into account that 1− jc
Ω fs lq

≈1, the

transfer function can be expressed by means of polar coordinates with dP = r ·dϕr ·dr
and after rearranging as

H1(Ω, θ) =
e−j

Ωfs
c rq

rq/l0
·
[
e−j

Ωfs
c

dmic
2 cos θ

− j Ωfs
4πc

rhead∫
0

2π∫
0

e
−j

Ωfs
c

(
dhead

2 cos θ−r sin θ cos ϕ̃+lm

)

·
[
cos θ +

(
1− jc

Ω fs lm

)
dmic−dhead

2lm

]
r

lm
dϕ̃ dr

]
,

(B.15)

where lm is dependent on r as in (B.13). The derivation of Eq.(B.9) was performed
by means of Babinet’s principle where the diffraction at the obstacle was replaced by
a pinhole. There it was assumed that the potential field inside the pinhole (surface
S1 in Fig. B.2 (a)) is equal to the free-field potential, i.e., φ0(rm). However, this
assumption does not hold if the source is located at the same side as the obstacle
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(or opening). This can be explained since in this case, in the inverse arrangement
the surfaces S2 and S3 would block the line-of-sight between source and the opening.
Hence, in our geometrical approximation of the head as two plates, Eq.(B.9) is valid
only for 0 ≤ θ < π

2 , where for the special case θ ≈ π
2 the equation is also only an

approximation. Therefore, Eq.(B.9) cannot be used to calculate the transfer function
between source and M2 for 0 ≤ θ < π

2 . Since in this case Q and M2 are located
at the same side of the plate, no diffraction occurs. Hence, the frequency response
corresponds to the free-field condition for 0 ≤ θ < π

2 , obtained from Eqs.(B.3), (B.11)
and the same normalization as in Eq.(B.9) by

H2(Ω, θ) =
e−j

Ωfs
c rq

rq/l0
· ej

Ωfs
c

dmic
2 cos θ. (B.16)

For the case π
2 <θ≤ π, the opposite effect occurs, i.e., M2 is blocked by P2 while a

free-field condition can be assumed between source Q and M1. Due to symmetry, the
transfer function can be hence formulated as

H1(Ω, θ) = H2(Ω, π−θ)

H2(Ω, θ) = H1(Ω, π−θ)
for

π

2
< θ ≤ π . (B.17)

The coherence definition of Eq.(2.3) can, under the assumption of two omnidirectional
microphones, generally be expressed as

Γx1x2
(Ω) =

π/2∫
0

(
H1(Ω, θ)H

∗
2 (Ω, θ) +H2(Ω, θ)H

∗
1 (Ω, θ)

)
sin θ dθ

π/2∫
0

(|H1(Ω, θ)|2 + |H2(Ω, θ)|2
)
sin θ dθ

. (B.18)

Since H1 and H2 are independent of ϕq, the double integral simplifies to the integra-
tion over θ.

With Eq.(B.17), (B.18) reads

=

2
π/2∫
0

Re {H1(Ω, θ)H
∗
2(Ω, θ)} sin θ dθ

π/2∫
0

(|H1(Ω, θ)|2 + |H2(Ω, θ)|2
)
sin θ dθ

. (B.19)

Finally, with Eqs.(B.19), (B.15) and (B.16), the coherence can be calculated. For
a detailed derivation of Eq.(B.19), the reader is referred to, e.g., [Kut09]. It can
be observed that the coherence is independent of scaling factor l0 and distance rq

since the prefactor 1
rq/l0

e−j
Ωfs
c rq eliminates. Since a closed-form solution of the

integral in Eq.(B.15) cannot be obtained, the coherence given by Eq.(B.19) has to
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be solved numerically. One solution is to calculate the integral by summation. The
intervals Δr and Δϕ̃ in Eq.(B.15) have to be chosen such that the corresponding
surface elements ΔS = r · Δϕ̃ · Δr are small compared to the sound wavelength λ.
Here, it is proposed that the maximum length of every surface element should be
one-tenth of the wavelength which results for a given head radius rhead in

Nr =
rhead
Δr

=
rhead
λ/10

= 10
rhead f

c
(B.20)

intervals for the summation over r. Similarly, the summation over ϕ̃ in Eq.(B.19)
requires

Nϕ̃ =
2π

Δϕ̃
=

2π rhead
λ/10

= 10
2π rhead f

c
(B.21)

intervals. The Integrals
∫ π/2

0
. . . dθ are calculated by summation overNθ=36 intervals

of length Δθ= π/2
Nθ

.

In order to calculate the binaural coherence for a 2D noise field, where the noise
sources are distributed in the same horizontal plane as the head, the sin θ-terms in
Eq.(B.19) have to be disregarded.



146 Appendix B Binaural Coherence of Noise Fields



C

Objective Quality Measures

• SII

The Speech Intelligibility Index (SII) [ANS07] is a measure to determine the intel-
ligibility of a speech communication system. An SII higher than 0.75 indicates a
good communication system and values below 0.45 correspond to a poor system.

• SRMR

The non-intrusive Speech to Reverberation Modulation energy Ratio (SRMR)
[FC08, FZC10] was developed to evaluate speech dereverberation algorithms and
has the great advantage that not reference signal such as the clean or anechoic
signal needs to be available. The method is based on a modulation spectral rep-
resentation which is obtained by means of a gammatone filterbank analysis of the
temporal envelopes of the speech signal. Figure C.1 shows the effects of room
reverberation on the SRMR measure, plotted over the DRR.
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Figure C.1: Influence of reverberation on SRMR measure using a reverberant speech signal.
The horizontal dashed line represents the SRMR value of the anechoic signal.
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• NA-SA

The segmental Noise Attenuation (NA) and Speech Attenuation (SA) is calculated
independent for each frame with the same length and overlap as the speech en-
hancement algorithm itself. The overall values are determined by averaging over
all considered frames according to

SA =
1

C(Ks)

∑
l∈Ks

⎛⎜⎜⎜⎝10 · log10

⎛⎜⎜⎜⎝
LF−1∑
k=0

s2d(k + l · LF)

LF−1∑
k=0

s̃2d(k + l · LF)

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ (C.1)

NA =
1

C(Kn)

∑
l∈Kn

⎛⎜⎜⎜⎝10 · log10

⎛⎜⎜⎜⎝
LF−1∑
k=0

n2
int(k + l · LF)

LF−1∑
k=0

ñ2
int(k + l · LF)

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ , (C.2)

where Kn denote the overall number of frames and Ks are the frames with speech
activity, determined by a VAD. C(·) are the number of elements and LF denoted
the block length. The difference between noise and speech attenuation (NA-SA)
is a good indicator of the overall performance and values grater than 0 dB indicate
an efficient speech enhancement while ensuring low speech distortions compared
to the amount of attenuated interfering source, see also [Gus99].

• segDRR

As for the NA-SA measure, the segDRR is calculated for each segment and the
filtered direct speech as well as the filtered reverberant speech are used to calculate
the DRR before and after processing. The difference can be regarded as the
increase in DRR and hence, positive values indicate an improved speech quality.

• PESQ

The Perceptual Evaluation of Speech Quality (PESQ) score [ITU01] was initially
developed for the evaluation of speech codecs and is also widely used for the
assessment of speech enhancement algorithms. Figure C.2 shows the effects of
room reverberation on the PESQ score, plotted over the DRR using the direct
speech signal as the required reference signal.
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Figure C.2: Influence of reverberation on PESQ score using a reverberant speech signal.
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[ACV86] W. Armbrüster, R. Czarnach, and P. Vary. “Adaptive noise cancellation with
reference input - possible applications and theoretical limits”. Proc. Euro-
pean Signal Processing Conference (EUSIPCO), The Hague, The Netherlands,
1986.

[ANS07] ANSI S3.5-1997. Methods for the Calculation of the Speech Intelligibility Index.
ANSI, r2007 edition, 2007.

[Ant08] C. Antweiler. “Multi-channel system identification with perfect sequences”.
R. Martin, U. Heute, and C. Antweiler, editors, Advances in Digital Speech
Transmission. Wiley, 2008.

[BD98] C. Brown and R. Duda. “A structural model for binaural sound synthesis”.
IEEE Transactions on Speech and Audio Processing, vol. 6, no. 5, pp. 476–488,
1998.

[BH99] A. Bronkhorst and T. Houtgast. “Auditory distance perception in rooms”.
Nature, vol. 397, pp. 517–520, 1999.

[Bla96] J. Blauert. Spatial Hearing - The Psychophysics of Human Sound Localization.
MIT Press, Cambridge, USA, rev. edition, 1996.

[Bol79] S. Boll. “Suppression of acoustic noise in speech using spectral subtraction”.
IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. 27, no.
2, pp. 113–120, 1979.

[BSP03] J. Bradley, H. Sato, and M. Picard. “On the importance of early reflections
for speech in rooms”. Journal of the Acoustical Society of America (JASA),
vol. 113, no. 6, pp. 3233–3244, 2003.



152 Bibliography

[BW99] M. Born and E. Wolf. Principles of Optics: Electromagnetic Theory of Prop-
agation, Interference and Diffraction of Light. Cambridge University Press, 7
edition, 1999.

[BW08] M. Buck and A. Wolf. “Model-based dereverberation of single-channel speech
signals”. Proc. German Annual Conference on Acoustics (DAGA), Dresden,
Germany, 2008.

[CBH06] J. Chen, J. Benesty, and Y. Huang. “Time delay estimation in room acoustic
environments: An overview”. EURASIP Journal on Applied Signal Process-
ing, vol. 2006, 2006.

[CG95] J.-H. Chen and A. Gersho. “Adaptive postfiltering for quality enhancement
of coded speech”. IEEE Transactions on Speech and Audio Processing, vol.
3, no. 1, pp. 59–71, 1995.

[CK11] M.-S. Choi and H.-G. Kang. “A two-channel noise estimator for speech en-
hancement in a highly nonstationary environment”. IEEE Transactions on
Audio, Speech, and Language Processing, vol. 19, no. 4, pp. 905–915, 2011.

[CKN73] G. Carter, C. Knapp, and A. Nuttall. “Estimation of the magnitude-squared
coherence function via overlapped fast fourier transform processing”. IEEE
Transactions on Audio and Electroacoustics, vol. 21, no. 4, pp. 337–344, 1973.

[CMW11a] B. Cornelis, M. Moonen, and J. Wouters. “Binaural voice activity detection
for MWF-based noise reduction in binaural hearing aids”. Proc. European
Signal Processing Conference (EUSIPCO), Barcelona, Spain, 2011.

[CMW11b] B. Cornelis, M. Moonen, and J. Wouters. “Performance analysis of mul-
tichannel Wiener filter-based noise reduction in hearing aids under second
order statistics estimation errors”. IEEE Transactions on Audio, Speech, and
Language Processing, vol. 19, no. 5, pp. 1368–1381, 2011.

[Cor11] B. Cornelis. Design and evaluation of noise reduction techniques for binaural
hearing aids. PhD thesis, K.U. Leuven, Leuven, Belgium, 2011.

[Cro80] R. Crochiere. “A weighted overlap-add method of short-time fourier analy-
sis/synthesis”. IEEE Transactions on Acoustics, Speech, and Signal Process-
ing, vol. 28, no. 1, pp. 99–102, 1980.
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