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Abstract

In this contribution, a new approach for the coding of
stereophonic audio signals based on inter-channel linear
prediction is proposed. In contrast to other recent contri-
butions on joint-stereo coding where left-to-right- and/or
right-to-left-channel linear prediction is used, in our ap-
proach each of the two channels is predicted by filtering the
center stereo image (sum) of both channels. The optimal
prediction coefficients for both channels can be computed
in a way very similar to single-channel linear prediction,
and it turns out that the proposed technique is a generaliza-
tion of Mid/Side (M/S) and Left/Right (L/R) joint-stereo
coding. Since the new approach is based on a time domain
representation of the signals, it is especially well suited for
stereo coding with low algorithmic delay. Due to its mod-
ularity, it is also suitable to extend any existing monaural
speech or audio codec toward stereo functionality.

1 Introduction

In the history of stereo audio transmission, in Frequency
Modulated (FM) radio, broadcasting of stereophonic sig-
nals started already in 1961. The basis for FM stereo
broadcasting is the production of a mid and a side chan-
nel signal (M/S stereo) from the left and right channel sig-
nals. In each modulated FM radio channel, the mid chan-
nel signal is transmitted in the baseband spectrum and the
side channel signal in the spectrum related to the ampli-
tude modulated double-sideband suppressed carrier signal
(DSSCS) [6][3]. Still nowadays, FM radio receivers may
reconstruct either only the monaural mid channel repre-
sentation (mono) of the input stereo signal from only the
baseband spectrum, or the complete stereo image signal if
also the DSSCS signal is demodulated. In digital audio
compression, a lot of confusion is related to the term joint-
stereo coding. In the literature, it is referred to as both, M/S
and Intensity Stereo coding. The target of joint-stereo cod-
ing is to enable a higher compression ratio in a joint coding
approach in comparison to an approach in which the sig-
nals for left and right channel are coded independently.

A lot of joint-stereo approaches in the literature are
based on a high resolution frequency domain represen-
tation of the input signal (e.g. Intensity Stereo Coding,
[2],[5]) and therefore related to a high algorithmic de-
lay. In contrast to these techniques, joint-stereo coding ap-
proaches in the time domain better achieve low algorithmic
delay. In [4], an adaptive inter-channel predictor is pro-
posed that is composed of an inter-channel FIR prediction
filter and a delay. Predictor filter coefficients and inter-
channel delay adapt to the given signals for left and right
channel. The target of this approach is to produce an esti-
mate of the first channel on the basis of the second channel
to reduce the signal variance of the predicted channel and
hence save bits. Adaptive multichannel prediction is also
investigated in [8] and revisited in [1]. In this case, inter-
and intra-channel predictors are optimized in a joint way

to produce residual signals with reduced signal variance
in both channels to reduce the overall bit rate for lossless
coding. Both techniques are not suitable to extend existing
mono codecs in a hierarchical way.

In this paper, an alternative approach for joint-stereo
coding is proposed. It operates in the time domain and en-
ables low algorithmic delay. Compared to the approaches
given in the literature, in our new approach, the sum of left
and right stereo input signal (the mono representation) is
filtered by linear phase FIR filters to predict the left and
the right channel. Due to its modularity, the new approach
is suitable to extend existing monaural codecs toward the
coding of stereo signals while preserving backwards com-
patibility with monaural transmission.

2 M/S and L/R Joint-Stereo Coding

The principle of Mid/Side (M/S) joint-stereo coding is
shown in Figure 1. Given the signals of the left and the
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Figure 1: Principle of M/S joint-stereo coding.

right audio channel as xR(k) and xL(k) respectively, the mid
and the side channel signals xM(k) and xS(k) are calculated
in the encoder as

xM(k) = (xR(k)+ xL(k))/2 (1)

xS(k) = (xR(k)− xL(k))/2. (2)

Both signals are quantized in independent quantizers, QM

and QS respectively, and transmitted to the decoder. The
quantized left and right channel signals are reconstructed
from the quantized versions of the mid and the side channel
signal as

x̃R(k) = x̃M(k)+ x̃S(k) (3)

x̃L(k) = x̃M(k)− x̃S(k). (4)

In a typical audio signal recording, often, a strong mid
channel signal component is present so that the signal vari-
ance of xM(k) is significantly higher than that of xS(k)
which can be exploited to reduce the overall bit rate com-
pared to independent quantization of left and right channel.
M/S joint-stereo coding is used in a fullband approach in
Figure 1 but can also be applied to subband signals pro-
duced by a filterbank [7].
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In the presence of signals with a very dominant signal
component in one channel, M/S coding does not provide
any coding advantage. In this case, L/R joint-stereo coding
achieves a bit rate reduction if more bit rate is allocated
for the channel with the dominant signal component than
for the other channel. Switching between M/S and L/R
coding, however, must be signaled to the decoder.

3 The New Approach

Our new approach operates in the time domain to achieve
low algorithmic delay and is shown in Figure 2. From the
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Figure 2: New approach for joint-stereo coding.

right and the left channel input signal, in the first step a
mono signal is calculated,

xM(k) =
xR(k)+ xL(k)

2
. (5)

The signals x̂L(k) and x̂R(k) are produced as the estimate
for the left and right channel input signals by means of
linear filtering of the mono signal with system functions
HL(z) and HR(z) respectively. The filters are symmetric
linear phase FIR filters with (2 ·N +1) filter coefficients,

HL(z) = aL(0) · z−N +
N

∑
i=1

aL(i) · (z−N−i + z−N+i)

HR(z) = aR(0) · z−N +
N

∑
i=1

aR(i) · (z−N−i + z−N+i).

(6)

The stereo residual signals eL(k) and eR(k) are the differ-
ence between a delayed version of the input signals and the
estimate signals x̂L(k) and x̂R(k),

eL(k) = xL(k−N)−aL(0) · xM(k−N)−
N

∑
i=1

aL(i) · (xM(k−N − i)+ xM(k−N + i))

eR(k) = xR(k−N)−aR(0) · xM(k−N)−
N

∑
i=1

aR(i) · (xM(k−N − i)+ xM(k−N + i)).

(7)

Delaying the input signals is required to compensate the
delay introduced by the linear phase filters. For a recon-
struction of the stereo signal in the decoder, in addition to

the mono signal xM(k), the two sets of (N + 1) stereo pre-
diction coefficients aL(i) and aR(i) and the residual signals
eL(k) and eR(k) are quantized and transmitted. To account
for this, in Figure 2, the blocks Qe,R, QH,R for the right
channel, Qe,L, QH,L for the left, and QM for the mono chan-
nel are depicted.

3.1 Optimal Filter Coefficients

For the calculation of the optimal stereo prediction filter
coefficients aL(i) and aR(i), it is assumed that the signals
xL(k) and xR(k) are stationary. At first only the right chan-
nel is considered.

The target of the optimization procedure is to minimize
the expectation of the squared residual signal eR(k):

E{e2
R(k)}→ min (8)

The substitution

a′R(i) =

{

1
2
·aR(i) for i = 0

aR(i) for i > 0
(9)

is introduced for the following calculations. With equa-
tion (7) and setting its partial derivatives with respect to all
aR(i)′ zero yields the following equation:

XM ·a′
R = XR,M. (10)

The vector

a
′
R = [a′R(0) a′R(1) · · · a′R(N)]

T
(11)

contains the desired filter coefficients. The matrix

XM =

[

XM(0,0) · · · XM(0,N)
· · · XM( j, l) · · ·

XM(N,0) · · · XM(N,2 ·N)

]

(12)

is composed of the autocorrelation function values related
to the mono signal xM(k),

XM( j, l) = ϕxM ,xM
(| l − j |)+ϕxM ,xM

(| l + j |) (13)

with the index l and j to address columns and rows respec-
tively. The vector XR,M consists of the cross correlation
function values,

XR,M =











(
ϕxR,xM

(0)+ϕxR,xM
(−0)

2
)

(
ϕxR,xM

(1)+ϕxR,xM
(−1)

2
)

· · ·

(
ϕxR,xM

(N)+ϕxR,xM
(−N)

2
)











. (14)

The optimal filter coefficients a
′
R are hence

a
′
R = (XM)−1 ·XR,M (15)

for the right channel signal which can be efficiently com-
puted by means of the Levinson algorithm. The filter co-
efficients for the left channel are determined in analogy to
(10)-(15) as

a
′
L = (XM)−1 ·XL,M. (16)
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3.2 Modification of the New Approach

With the equations to determine the optimal filter coeffi-
cients and the relation

ϕxR,xM
(i)+ϕxL,xM

(i) = 2 ·ϕxM ,xM
(i), (17)

it can be shown that

a
′
R +a

′
L = (XM)−1 · (XR,M +XL,M)

= [1 0 · · · 0]
T

. (18)

Accordingly, there is a very simple relation between the
coefficients for the left and the right channel. In analogy to
this, with (7) and (18), a simple relation can be derived for
the residual signals for left and right channel as well,

eL(k)+ eR(k) = 0 ∀ k. (19)

Considering this result, Figure 2 can be transformed into
the diagram shown in Figure 3. As a result, only the fil-
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Figure 3: Simplification of the new approach.

ter coefficients aR, the residual signal eR(k) and the mono
signal xM(k) must be transmitted to reproduce the left and
the right channel signal in the decoder which reduces the
required overall bit rate.

3.3 Special Operation Conditions

In the presence of a stereo signal where both channel sig-
nals are identical, xL(k) = xR(k), the optimal filter coeffi-
cients are

aR = aL = [1 0 · · ·0]
T

(20)

so that the residual signal becomes

eR(k) = xR(k−N)−
xL(k−N)+ xR(k−N)

2
(21)

=
xR(k−N)− xL(k−N)

2
= 0. (22)

In this case, the new system behaves identically to M/S
joint-stereo coding with the side channel signal identical
to the stereo residual signal.

In the presence of a signal with a dominant signal in
one channel only, e.g. xR(k) = 0, xL(k) 6= 0 the resulting
filter coefficients are

aR = 0 and aL = [2 0 · · ·0]
T

(23)

The residual signal becomes eR(k) = eL(k) = 0 and the sys-
tem behaves identically to L/R joint stereo coding with the
side channel signal identical to the stereo residual signal.
The new approach is hence a generalization of M/S and
L/R joint-stereo coding.

4 Evaluation and Analysis

In the following, the coding performance of the new ap-
proach shall be compared to that of conventional M/S joint-
stereo coding. The comparison is based on stereo signals
which are the output of a stereo signal production model
which will at first be described briefly. Referring to the
equations in Section 3.1, from the produced stereo signals,
the stereo prediction filter coefficients aL and aR are com-
puted. Given these coefficients, the performance of both
approaches can be determined in terms of signal-to-noise
ratios (SNR). The target of the system analysis is to com-
pute the SNR related to the reconstruction of the left and
the right channel signals, xL(k) and xR(k) respectively, in
the decoder,

SNRL/R =
E{(xL/R(k))2}

E{(xL/R(k)− x̃L/R(k))2}
, (24)

with L/R representing either the left or the right channel.
The measured SNR values will be determined for different
overall encoding bit rates per sample, referred to as RA.
Due to the limitation of space in this paper, the theory to
calculate the SNR will not be described in detail. Instead,
results for two example scenarios will be presented.

In the stereo signal production model, xL(k) and xR(k)
are assumed to be the output of a stereo recording based
on two cardioid microphones [9]. Each cardioid micro-
phone has a directional pickup pattern that is roughly heart-
shaped when viewed from above as depicted in Figure 4 a).
In order to record stereo signals, the microphones are ar-
ranged as depicted in Figure 4 b) with the angle γ = π/2.
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Figure 4: Directional pattern of cardioid microphone (a)
and stereo recording setup (b).

By specifying the angles 0 ≤ αs1
≤ π/2 and 0 ≤ αs2

≤
π/2, the two stationary, independent signal sources S1 and
S2 are positioned in the same horizontal plane as the two
microphones. The microphones are furthermore assumed
to be very close together so that the signal delay between
left and right channel is negligible. S1 and S2 are modeled
as auto-regressive (AR) processes with zero mean and a
constant set of AR filter coefficients each. The AR filter
coefficients have been determined by analyzing short seg-
ments of a real audio sample to well approximate realistic
signals. To generate the signals xL(k) and xR(k), in the
first step, s1(k) and s2(k) related to the sources S1 and S2

respectively are produced. In the second step, xL(k) and
xR(k) are computed as a weighted sum of s1(k) and s2(k)
depending on the angles αs1

and αs2
according to the di-

rectivity characteristics of both microphones.
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For the determination of SNRL and SNRR, the follow-
ing assumptions are made considering the impact of the
quantizers in Figure 3:

• The stereo linear prediction coefficients can be trans-
mitted to the decoder without introducing any quanti-
zation error: H̃R(z) ≈ HR(z).

• The quantizers for the mono and the prediction error
signal, QM and Qe,R respectively, are assumed to lead
to an SNR that follows the 6-dB-per-bit rule with the
bit rates RM and Re,R per sample respectively.

• A bit allocation prescribes how to decompose the over-
all bit rate RA into the bit rates RM allocated for the
quantizer QM and Re,R for Qe,R with RA = RM + Re,R.
The bit allocation follows the approach to maximize
the sum of the logarithmic SNR in both channels and
shall not be discussed in detail here.

M/S joint-stereo coding is realized by setting the coeffi-
cients according to equation (20).

5 Results

Two example setups have been investigated which are
listed in Table 1. In the case of Setup I, the sources S1 and

Setup αs1
αs2

Signal Level

I π/6 π/3 E{(s1(k))
2} ≈ E{(s2(k))

2}

II 0 π/2 10 · log10(
E{(s2(k))2}

E{(s1(k))2}
) ≈ 20dB

Table 1: Setups for system evaluation.

S2 are close to the center position and s1(k) and s2(k) have
equal signal power. Due to the strong center component,
both, the new approach and M/S joint-stereo coding lead
to values for SNRL and SNRR approximately 6 dB higher
than those achieved by coding the left and the right chan-
nel signals independently given the same overall bit rate
(for bit rates higher than 3 bits per sample).

The results for Setup II are shown in Figure 5 for dif-
ferent bit rates RA. The values of SNRL and SNRR for the
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Figure 5: SNR for left and right channel signal, new ap-
proach versus M/S joint-stereo coding.

new approach are significantly higher compared to those
for M/S coding which shows that the new approach out-
performs M/S joint-stereo coding. In the new approach
and M/S coding, the SNR for the left channel is lower than
that for the right channel. The reason for this is that, due to
the unsymmetric setup, the signal power of xL(k) is higher
than that of xR(k). A very low SNR in one channel leads
to annoying audible artifacts on one ear in the case of M/S
coding. In the new approach, the SNR unbalance between

left and right channel can be partly compensated. Also, the
stereo linear prediction filter leads to a frequency selective
allocation of the quantization noise related to quantizer QM

to the left and the right channel. This is not the case in M/S
coding. Therefore the new approach yields a stereo noise
masking that also leads to a higher perceived audio quality.

6 Conclusion

In this contribution, a new approach for joint-stereo coding
is proposed. The new approach is based on linear predic-
tion techniques to predict the left and the right channel sig-
nal from the corresponding mono downmix signal. Since
it operates in the time domain a low algorithmic delay can
be achieved. In the first part of the paper, equations to
calculate the optimal stereo linear prediction coefficients
were derived. It was shown that a relation between the op-
timal stereo prediction coefficients for the left and the right
channel exists that can be exploited to reduce the required
coding bit rate without any loss. It finally turns out that the
new system is a generalization of M/S and L/R joint-stereo
coding.

The last part of the paper is a comparison of the coding
performance of the new approach and conventional M/S
joint-stereo coding. For this purpose, a stereo signal pro-
duction model was defined making realistic recording as-
sumptions. As result, it was shown that the new approach
significantly outperforms M/S joint-stereo coding in terms
of calculated SNRs for the left and right channel. In ad-
dition to that, a frequency selective allocation of quantiza-
tion noise to the left and the right channel leads to a stereo
noise masking and hence an improved perceived stereo au-
dio quality.
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