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Abstract
We present a methodology to optimize the system parameteriza-
tion for speech and audio transmission in heterogeneous packet
networks with wireless access. To this end, we determine the the-
oretical performance of forward error correction (FEC) schemes
on packet level, i.e., the resulting frame loss distribution at the re-
ceiver after error correction. The calculation utilizes a statistical
model for packet loss distribution which is adaptable for different
packet transmission time intervals and packet sizes. The optimal
parameterization of the transmission scheme, i.e., the encoding
rate, frame length, and amount of redundancy per packet, are then
found by optimizing the resulting conversational quality. We uti-
lize the ITU-T E-model which provides a quality prediction in
dependence on codec, end-to-end delay, and frame loss distribu-
tion. The procedure will be illustrated for realistic transmission
scenarios of wireless packet network access technologies.

1 Introduction
Communication networks are developing towards all-IP net-
works, providing packet transmission based on the IP protocol
stack. Such networks allow the flexible realization of various ser-
vices on the same transmission platform, e.g., speech conversa-
tion, audio/video streaming, as well as Internet and email appli-
cations. At the same time, a fixed-mobile convergence can be
observed, with mobile networks offering the necessary data rates
to realize these services also on mobile devices. All such commu-
nication networks together can then be seen as a single large net-
work consisting of interconnected high speed core networks and
various types of wired and wireless access technologies (DSL,
UMTS, WLAN, etc.).

The preferred modus of operation in such a heterogeneous
packet network is a transparent end-to-end IP transmission of
voice calls and other media streams, i.e., the user terminals ne-
gotiate the source codec to use in the initial call setup phase and
no transcoding is required. The stream of media packets then tra-
verses different types of transmission channels which may induce
varying packet delays and packet losses, e.g., due to bit errors
on wireless links. At the receiver, lost frames will be replaced
by a packet loss concealment (PLC) algorithm which estimates
the missing signal segment, e.g., with extra-/interpolation tech-
niques. Additionally, if the end-to-end transmission channel pro-
vides enough capacity, the impact of packet losses at the receiver
can be reduced by transmitting redundancy on packet level for
the purpose of error correction or assisting the PLC [10, 11, 12].
The redundancy can either be media dependent, e.g., repetition
of the most important codec parameters, repeated encoding of a
frame at a lower rate, or it can be media independent in the form
of forward error correction (FEC) on frame level, i.e., repeated
frames, XOR combinations of frames, or FEC frames derived by
standard block codes.

In this paper, we will present methodologies for an optimal
parameterization of media independent FEC schemes for speech
conversation over heterogeneous networks with wireless access.
Based on a flexible model of the packet loss channel, introduced
in Sec. 2, we will show in Sec. 3 how the resulting frame loss rate
at the receiver can be theoretically determined in dependence on
the system parameters, i.e., frame length per packet and the pa-
rameters of the packet level FEC scheme. These theoretical eval-
uations will finally be utilized in Sec. 4 to find an optimal system
parameterization for achieving the best possible voice conversa-
tion quality in different exemplary network scenarios.

2 Modeling Packet Channels
Packet transmission channels usually experience a combination
of single packet losses and loss bursts of several consecutive
packets. A widely used statistical model for packet loss is the
Gilbert-Elliott model, originally utilized to model burst-noise bi-
nary channels. We will give a short review of the model and an
approach to adapt it to different packet transmission time inter-
vals (TTI), which usually correspond to the codec frame length.
Subsequently, we will explain how to adapt the model to describe
the loss behavior for packet streams of different packet sizes. This
adaptation is necessary for describing wireless channels with bit
errors where the loss probability, i.e., the probability of contain-
ing residual bit errors, depends on the length of the packet. Both
adaptations together will allow us to compare different transmis-
sion configurations (i.e., codec frame lengths and data rates, as
well as redundancy rates) based on a single base channel model.

2.1 Packet Loss Model

The Gilbert-Elliott model, introduced by Gilbert in [4] and gen-
eralized by Elliott in [2], is a 2-state Markov model as defined in
Fig. 1. The two states differ in their loss probability, state G hav-
ing a low loss probability Pe,G and state B having a higher loss
probability Pe,B, with 0 ≤ Pe,G ≪ Pe,B ≤ 1. For each packet of
the transmission, a state transition is made according to the given
transition probabilities Pi j (i, j ∈ {G,B}). The current state deter-
mines the probability for a packet loss. We use this generalized
model instead of the often used simplification (Pe,G =0, Pe,B =1)
because it has a better ability to model a large variety of loss dis-
tributions. The mean packet loss rate Ppl can then be computed
as

Ppl =
PBG

PGB +PBG
·Pe,G +

PGB

PGB +PBG
·Pe,B, (1)

with the fractions denoting the probabilities to be in state G or
state B, respectively. For the calculations of FEC capabilities in
Sec. 3, the probability of m losses in n consecutive packets is
calculated as [2]

P(m,n) =
PBG

PGB +PBG
·G(m,n)+

PGB

PGB +PBG
·B(m,n), (2)

with the conditional probabilities of m losses in n packets when
the channel is first in state G or B, G(m,n) and B(m,n), respec-
tively. These can be derived by recursive calculation:

G(m,n) = (1−Pe,G)(PGG ·G(m,n−1)+PGB ·B(m,n−1))

+Pe,G (PGG ·G(m−1,n−1)+PGB ·B(m−1,n−1)), (3)

with G(0,1) = 1−Pe,G, G(1,1) = Pe,G, B(0,1) = 1−Pe,B, and

B(1,1) = Pe,B. B(m,n) is calculated accordingly.

G BPGG = 1−PGB

PGB

PBG

PBB = 1−PBG

Figure 1: Gilbert-Elliott Model: 2-state Markov model with tran-
sition probabilities Pi j and different loss probabilities Pe,i in state
G and B (i, j ∈ {G,B}) with 0 ≤ Pe,G ≪ Pe,B ≤ 1.
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Furthermore, a constraint of being in a certain state at the
packet following the considered n packets can be included in this
calculation. The respective conditional probabilities will be de-
noted with subscripts G and B and are calculated in the same way
as above, but with different initial terms: GG(i,1) = G(i,1) ·PGG

and BG(i,1) = B(i,1) ·PBG for being in state G at the following
packet, and GB(i,1) = G(i,1) ·PGB and BB(i,1) = B(i,1) ·PBB for
being in state B; i ∈ {G,B}.

2.2 Adaptation of the Channel Model

The above channel model does not necessarily have to refer to ac-
tual IP packets with protocol headers and payload. The model can
rather refer to transmitted data packages in general and describe
whether these contain transmission errors or not. The length of
these data packages may be only a fraction of the size of a real IP
packet. Such a base model can then be adapted to reflect the trans-
mission of packet streams with different time bases, i.e., packet
transmission time intervals, and different packet sizes. For this,
however, the base model needs to be of a sufficient resolution,
i.e., the length of the data packages and the TTI need to be small
enough.

2.2.1 Adaptation for Multiples of the TTI

We first assume an increase of the transmission time interval from
the original value of the channel model, T ′

TTI, to an integer multi-

ple, i.e. an increase by the factor kt = TTTI/T ′
TTI. At first assum-

ing no increase in the packet size, the state transition probabilities
of the new effective channel model, denoted with the superscript
(kt), can be derived from the original values [2, 9]:

P
(kt )
GB =

PGB

PGB +PBG
{1− (PGG −PBG)kt}, (4a)

P
(kt )
BG =

PBG

PGB +PBG
{1− (PGG −PBG)kt}. (4b)

The error probabilities of the two states are unaffected by the

change of the TTI: P
(kt )
e,G = Pe,G, P

(kt )
e,B = Pe,B; and the overall loss

rate Ppl remains the same. The distribution of loss lengths, how-
ever, is changed due to the modified state transition probabilities.

2.2.2 Adaptation for Arbitrary Packet Sizes

We determined an approach for adapting the channel model to ac-
count for different packet sizes, which directly correspond to the
packet transmission times on channels with constant transmission
rates. Such an adaptation is possible if the following constraints
are met: First, the new packet transmission time τp has to be
approximately an integer multiple of the model’s base transmis-
sion time τ ′p: kp ≈ τp/τ ′p. Second, the base transmission time τ ′p
must be equal to the base transmission time interval T ′

TTI, i.e., the
base model must describe the channel at 100 % utilization. An in-
crease of the packet transmission time by the factor kp may result
in a higher loss rate on wireless channels with bit errors. This is
determined by the probability to loose any number and combina-
tion of consecutive kp data packages of the original transmission

time τ ′p. However, since the loss probabilities of the sequential

packets depend on the state transitions of this sequence, the state
the channel will be in at the start of the following transmission
time interval has to be taken into account. This leads to transition
dependent loss probabilities instead of state dependent loss prob-
abilities as considered in the standard Gilbert-Elliott model. The
error probabilities of the adapted model depend on both factors kt

and kp and will therefore be denoted by the superscript (kt ,kp):

P
(kt ,kp)
e,GG =

(

kp

∑
i=1

GG(i,kp) P
(kt−kp)
GG +

kp

∑
i=1

GB(i,kp) P
(kt−kp)
BG

)

·
1

P
(kt )
GG

(5a)

P
(kt ,kp)
e,GB =

(

kp

∑
i=1

GG(i,kp) P
(kt−kp)
GB +

kp

∑
i=1

GB(i,kp) P
(kt−kp)
BB

)

·
1

P
(kt )
GB

(5b)

P
(kt ,kp)
e,BG =

(

kp

∑
i=1

BG(i,kp) P
(kt−kp)
GG +

kp

∑
i=1

BB(i,kp) P
(kt−kp)
BG

)

·
1

P
(kt )
BG

(5c)

P
(kt ,kp)
e,BB =

(

kp

∑
i=1

BG(i,kp) P
(kt−kp)
GB +

kp

∑
i=1

BB(i,kp) P
(kt−kp)
BB

)

·
1

P
(kt )
BB

(5d)

The transition probabilities P
(k)
i j are calculated according to (4a-

b) with the given increase factor. The probabilities of i losses in
kp packets (GG, GB, . . . ) are calculated as explained in Sec. 2.1.

3 FEC on Packet Level
We consider a general (i.e., media independent) scheme for end-
to-end error protection by forward error correction (FEC) which
is suitable for application in packet based audio transmission.

First, an (n,k) Reed-Solomon (RS) block code is considered at
packet level. It is applied in parallel for every byte position of k
successive speech frames such that n− k parity frames are calcu-
lated. These FEC frames are then piggybacked one by one to the
following packets containing the following original frames. At
the receiver, the positions of errors, i.e. lost packets, can be de-
rived from the sequence numbers in the RTP headers of received
packets. Hence, the receiver knows which original and which
FEC frames are lost. Then, an erasure correction of up to n− k
losses can be performed in a group of n frames. Based on the
channel model introduced in Sec. 2, probabilities can be derived
which describe the resulting loss distribution after erasure decod-
ing, i.e., frame regeneration, at the receiver. The resulting frame
loss rate after correction, Pf l , can be calculated, in a similar way
as shown in [3] for a simplified channel model, as

Pf l =
n

∑
i=n−k+1

min(k,i)

∑
j=i−n+k

j

k
· (PG( j,k)G(i− j,n− k)

+PB( j,k)B(i− j,n− k)). (6)

Here, the index of the first sum, i, describes the number of total
losses in a block of n frames such that an erasure correction is not
possible, i.e., at least n− k + 1. The index of the second sum, j,
is the number of losses in the k original media frames which then
contribute to the loss rate. Finally, i− j results to the remaining
losses in the n− k parity frames.

For a simple repetition of frames with p repetitions per frame,
i.e., for k = 1 and n = p+1, (6) simplifies to

Pf l = P(p+1, p+1). (7)

Finally, we consider a FEC scheme of transmitting XOR com-
binations of frames as redundant information piggybacked to fol-
lowing packets. In particular, the XOR combination of the two
preceding speech frames are piggybacked as additional FEC in-
formation to each packet. In doing so, the information of each
frame will be transmitted three times, once as original frame and
twice as XOR combination with other frames. In case of packet
loss, the lost original frame might then be reconstructed with help
of the FEC frames from following packets. Hence, a single frame
cannot be recovered if three successive packets are lost. If two
successive packets are lost, the next is received, followed by an-
other packet loss, two successive frames cannot be reconstructed.
This is reflected in the following residual frame loss rate:

Pf l = P(3,3)

+ 2 ·PG(2,2) · (GG(0,1) ·G(1,1)+GB(0,1) ·B(1,1))

+ 2 ·PB(2,2) · (BG(0,1) ·G(1,1)+BB(0,1) ·B(1,1)).
(8)

The resulting mean burst lengths are calculated with the prob-

ability of a burst start Pburst as b = Pf l/Pburst. The derivations
shall not be explained here in detail.

At the expense of a higher delay, all of the above schemes can
be made more robust against burst errors by delaying the trans-
mission of the FEC frames by one or two packets, thereby intro-
ducing a greater distance to the original frames. The distance in
packets between the original frame and the FEC frames will be
denoted by d p in the following, with d p=1 if the FEC frame is
transmitted in the packet directly following the original frame.

ITG-Fachtagung Sprachkommunikation  ·  8. – 10. Oktober 2008 in Aachen VDE VERLAG GMBH



AMR mode PESQ-MOS MOS-LQO Ie

12.2 kbit/s 3.893 4.031 5

10.2 kbit/s 3.798 3.921 9

7.95 kbit/s 3.661 3.754 15

7.4 kbit/s 3.640 3.724 16

6.7 kbit/s 3.557 3.616 20

5.9 kbit/s 3.473 3.503 23

5.15 kbit/s 3.370 3.360 27

4.75 kbit/s 3.307 3.270 29

Table 1: Equipment impairment factors Ie (rounded) for the
AMR modes obtained with PESQ acc. to the methodology in [7].

4 System Optimization

4.1 Prediction of Quality with the E-Model

Optimization criterion for the parameterization of speech conver-
sation services has to be the perceived quality. For assessing dif-
ferent types of quality impairments, including frame losses and
delay, the ITU has standardized the E-model [5], a non-intrusive
computational model for speech quality prediction.

The E-model output is the so-called “Rating Factor” R, rang-
ing from 0 (worst) to 100 (best). A value of about 70 describes
so-called toll quality. The rating factor is calculated by adding
the individual impairment factors and subtracting them from the
maximum value 100. Assuming some basic default impairments
as defined in [5], the calculation of the rating factor becomes

R = 93.2− Id − Ie,eff , (9)

with the delay impairment factor Id , depending on the end-to-
end delay, and the equipment impairment factor Ie,eff , describing
codec distortion and frame losses.

The end-to-end delay d describes the total one-way mouth-
to-ear delay, including en-/decoding, packetization, and network
delays, as well as the de-jitter delay (receiver buffer). Below a to-
tal delay of 150 ms there is no quality degradation, above 200 ms
the quality of a speech conversation starts to decrease consider-
ably because the interactivity gets affected.

The frame loss dependent equipment impairment factor
Ie,eff includes the equipment impairment factor for codec dis-
tortions Ie and is defined in [5] as

Ie,eff = Ie +(95− Ie) ·
100 ·Pf l

100·Pf l

BurstR +Bpl

, (10)

with the frame loss rate Pf l , a codec specific packet loss robust-
ness factor Bpl , and the burst ratio BurstR. BurstR is defined
as the quotient of the average burst length (number of successive
frame losses) on the channel and the theoretical average burst
length under random, i.e., independent losses of the same rate.

Provisional planning values for equipment impairment and
packet loss robustness factors of different speech codecs are given
in [6]. The studies in the following sections require the equipment
impairment factors Ie of several AMR encoding modes. How-
ever, up to now only the value for the Enhanced Full-Rate speech
codec, the highest AMR codec mode, has been standardized. We
therefore adopted the proposed methodology from [7] to deter-
mine the equipment impairment factors for the other modes with
the objective speech quality measure PESQ [8]. With this pro-
cedure, we obtained the results listed in Tab. 1. The equipment
impairment factor for the 12.2 kbit/s AMR mode exactly resulted
in the value already defined in [6].

Also for the burst sensitivity factor Bpl , only the value for the
12.2 kbit/s AMR mode is given in [6]. This factor is codec de-
pendent, i.e., it depends on interframe dependencies and the im-
plemented packet loss concealment scheme. We assume that the
standard concealment of the AMR codec is used. In lack of stan-
dardized values, we assume the same factor Bpl =10 for all modes
of the AMR codec until more precise values are standardized. We
believe this is justifiable because the AMR codec modes have a
similar general structure, use the same frame loss concealment,
and therefore also show similar effects of error propagation.

Ppl b PGB PBG Pe,G Pe,B

1.30 % 1.18 0.00559 0.74416 0.00559 0.99999

2.72 % 1.28 0.00729 0.50941 0.01477 0.89371

4.82 % 1.47 0.02286 0.59729 0.01174 0.99993

13.2 % 1.84 0.07797 0.53291 0.00501 1.0

Table 2: Packet loss rates Ppl , mean burst lengths b and corre-
sponding channel model parameters determined from simulations
of a 17.6 kbit/s dedicated packet-switched UMTS channel.

4.2 VoIP on UMTS Packet Channels

In the first scenario we consider a Voice over IP (VoIP) transmis-
sion using the AMR codec on a UMTS packet channel. For the
fixed frame length of the AMR codec, we will show how to opti-
mize the quality by controlling the encoding rate and the amount
of redundancy to add with packet level FEC schemes.

4.2.1 UMTS Channel Model

A dedicated UMTS downlink channel (DTCH) as defined in [1],
Sec. 7.1.123, has been simulated on bit level with the Synopsys
System Studio Software. The channel had a maximum data rate
for the IP packet stream of 17.6 kbit/s, with a transport block size
of 360 bit (including 8 bit RLC header) and a TTI of 20 ms. The
channel assumes the use of header compression (ROHC), i.e.,
the IP/UDP/RTP headers are reduced to a 3 byte ROHC header.
Channel coding has been performed using a 1/3 Turbo code. If
a 16 bit CRC detected residual bit errors after channel decoding,
the transport block and the contained IP packet were discarded.
Packet loss sequences have been generated for different channel
qualities with loss rates of 1-13%. From these loss sequences, the
parameters of the Gilbert-Elliott model were determined using
the Baum-Welch algorithm [13], an algorithm for maximum like-
lihood estimation of hidden Markov model parameters, i.e., here
the transition and loss probabilities of the Gilbert-Elliott model.
The determined parameters, as well as the resulting packet loss

rates, Ppl , and mean burst lengths, b, are given in Tab. 2.

4.2.2 Trade-off between Base Quality and Robustness

Assuming a dedicated channel with a fixed transmission data rate,
the available data rate may be either fully used for the encoded
speech signal, or a lower encoding rate may be chosen which
then leaves room for enhancing error robustness by transmission
of redundancy. The following studies have therefore been using
the 12.2 kbit/s AMR mode for transmission without redundancy,
the 6.7 kbit/s mode for all FEC schemes with code rate 1/2, and
the 4.75 kbit/s mode for schemes with rode rate 1/3. Slight differ-
ences in the resulting packet lengths are negligible.

The E-model rating factor has been calculated as described
in Sec. 4.1 based on the used AMR mode and the predicted resid-
ual frame loss rate and mean burst length for the considered FEC
scheme, which have been determined according to Sec. 3. The
results are shown in Fig. 2 for different UMTS channel models,
comparing the residual frame loss rate after correction by the re-
spective FEC scheme and the resulting E-model rating factor. A
network transmission delay of 100 ms has been assumed.

At 0% packet loss rate, the curves converge to a value de-
termined by the equipment impairment factor of the respective
AMR mode and the impairment factor for the delay. The lat-
ter includes the additional delay required for the respective FEC
scheme. For increasing packet loss rates, the R value of the
12.2 kbit/s AMR mode without FEC decreases quickly since none
of the lost frames can be recovered. At low loss rates, however,
it is still better than the lower encoding modes with FEC pro-
tection because of its higher base quality. At increasing packet
loss rates, a simple repetition of one frame transmitted in the fol-
lowing packet (distance d p=1) can already reduce the resulting
frame loss rate at the receiver and thereby lead to a slower de-
crease of quality in spite of the lower AMR mode (MR67: REP
p = 1, d p = 1). Since the considered channel does not produce
completely independent losses, but burst losses, the resulting loss
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Figure 2: Residual frame loss rate after correction and E-model
rating factor for different FEC schemes; AMR on UMTS chan-
nels with different packet loss rates and base delay of 100 ms.

rate for this repetition can be considerably lowered when trans-
mitting the repeated frame three packets later (MR67: REP p=1,
d p = 3) and thereby breaking some of the loss bursts. The in-
creased delay leads to some quality degradation which, however,
is more than compensated by the increased error robustness. The
4.75 kbit/s AMR mode with 2 redundant copies per packet and a
transmission distance of 2 packets (MR475: REP p=2, d p=2)
cannot compete with the other schemes at the considered loss
rates. Only at very high loss rates, the highly increased robust-
ness against loss can compensate for the low base quality and the
increased delay. Block codes can be designed flexibly and are ef-
ficient in reconstructing missing frames, as can be seen for two
exemplary configurations with code rate 1/2 (MR67: RS n = 4,
k=2; RS n=6, k=3). Because of the increased delay, the gain in
robustness when using longer block lengths n only leads to better
quality at higher loss rates. Not as flexible as the block codes,
but nevertheless very efficient at certain rates is the transmission
of specific XOR combinations of frames as redundant informa-
tion in following packets. The XOR scheme in this example is of
code rate 1/2 (see Sec. 3). Although it achieves the second lowest
residual frame loss rate, the XOR scheme with delayed transmis-
sion of the FEC frames (MR67: XOR d p=3) does not provide
the best quality according to the R factor because of its large in-
crease in delay. The repetition of a single frame per packet which
is transmitted three packets later leads to the best overall quality
for the considered channel model parameters.

4.3 VoIP using PCM on WLAN Channels

In this scenario we consider 64 kbit/s PCM speech transmission
over WLAN. We will show how to utilize the proposed adaptable
channel model to determine a suitable frame length per packet
and the amount of redundancy to add with FEC.

We simulated a WLAN channel with the bit level IEEE
802.11a simulation model from the MathWorks Simulink Com-
munications Blockset at different SNR values. The transmis-
sion data rate of the channel was set to a fixed rate of 6 Mbit/s.
Based on the simulated error patterns, we determined a chan-
nel model with a high resolution (T ′

TTI = τ ′p = 0.08ms) which

can be adapted for different packet lengths and TTIs according
to Sec. 2. Here, no header compression is considered. The re-
quired overhead for transmitting the packet headers increases sig-
nificantly for decreasing frame lengths. The minimum possible
frame length will therefore be limited by the available data rate.

The frame loss effect for arbitrary frame lengths cannot be
determined with the E-model yet. Therefore, we compare only
the resulting frame loss rates for different frame lengths and
FEC schemes, shown together with the required total data rate
in Fig. 3. In general, a short frame length leads to a lower resid-
ual loss rate because the probability of having bit errors in the
packet gets less. However, the increased data rate for a lower
frame length may instead be invested into the transmission of ad-
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Figure 3: Frame loss rate and data rate (including packet and
MAC headers) for different frame lengths and FEC schemes;
VoIP using PCM on WLAN channel with SNR=20 dB.

ditional redundancy which will also decrease the effective frame
loss rate at the receiver. The FEC choice and amount of redun-
dancy together with a specific frame length will be limited by the
tolerable total delay. The curves in Fig. 3 show that a transmis-
sion with 10 ms frame length and one redundant frame per packet
leads to a considerably lower loss rate than a transmission with
5 ms frame length and no redundancy. Both require a similar total
data rate. A further increase of the frame length to 20 ms and a
transmission of 2 redundant frames per packet does not decrease
the loss rate much further for the considered channel.

5 Conclusions
We presented a general methodology for analytical determination
of the expected quality of a VoIP transmission over heterogeneous
packet networks with wireless access. The quality depends on the
loss statistics of the end-to-end channel, the source encoding rate,
the frame length, the used FEC scheme, and the required delay.
The presented approach can be utilized for optimizing a trans-
mission strategy for a given network scenario. It can further be
used for adaptation during call or streaming if suitable informa-
tion for updating the channel model is available. The reliability
of the prediction of the expected quality strongly depends on the
underlying quality model, here the E-model. The model should
therefore always incorporate the newest standardizations.
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