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Adaptive Sampling Rate Correction for Acoustic
Echo Control in Voice-Over-IP

Matthias Pawig, Gerald Enzner, Member, IEEE, and Peter Vary, Fellow, IEEE

Abstract—Hands-free terminals for speech communication em-
ploy adaptive filters to reduce echoes resulting from the acoustic
coupling between loudspeaker and microphone. When using a
personal computer with commercial audio hardware for telecon-
ferencing, a sampling frequency offset between the loudspeaker
output D/A converter and the microphone input A/D converter
often occurs. In this case, state-of-the-art echo cancellation algo-
rithms fail to track the correct room impulse response. In this
paper, we present a novel least mean square (LMS-type) adaptive
algorithm to estimate the frequency offset and resynchronize the
signals using arbitrary sampling rate conversion. In conjunction
with a normalized LMS-type adaptive filter for room impulse
response tracking, the proposed system widely removes the deteri-
orating effects of a frequency offset up to several Hz and restores
the functionality of echo cancellation.

Index Terms—Acoustic signal processing, adaptive filters, echo
suppression, interpolation, least mean squares methods, resam-
pling, teleconferencing.

I. INTRODUCTION

N recent years, Voice-over-IP (VoIP) systems based on a
I personal computer (PC) have become very popular. Users
of hands-free teleconferencing devices expect reliable acoustic
echo attenuation with full duplex capability, which is a particu-
larly challenging signal processing task.

Usually, a linear echo path is assumed and an adaptive echo
canceler is applied with identical sampling frequencies for all
signals [1]-[6]. Sophisticated control mechanisms are available
to handle double-talk and to achieve fast and robust adaptation
of the echo canceller coefficients in time-varying and noisy en-
vironments [7]-[10].

Unfortunately, the excellent performance of these algorithms
is degraded dramatically if the sampling frequencies of the
D/A and the A/D converters are not exactly the same. This is
often not guaranteed even on the same audio hardware. The
frequency offset Af of cheap sound devices may be in the
range of up to 10 Hz. This offset causes nonlinear time-varying
disturbances of the effective echo path including D/A converter,
loudspeaker room microphone impulse response, and A/D con-
verter. The different sampling frequencies in the microphone
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and loudspeaker path cause a drift of the effective echo path, as
well as buffer over- or underflows and therefore jumps of the
effective impulse response which deteriorate the performance
of the adaptive filter.

It can be observed that the offset of the sampling frequencies
in a particular system remains constant, at least for the duration
of a telephone conversation. A change of the frequency differ-
ence may however occur when changing the PC system con-
figuration. Since changes in the configuration are generally un-
known to the VoIP software, a safe and reliable correction of the
frequency offset requires an automatic frequency offset infer-
ence at each start of the software. The straightforward solution
is to estimate the frequency offset by using a pilot-based tech-
nique, e.g., by generating a sinusoid of a predefined frequency
at the D/A converter and measuring the frequency of the sam-
ples after the A/D converter. Since this estimation would only
be performed once in advance, extreme accuracy would be re-
quired, as even a very small residual offset would result in buffer
over- or underflow from time to time.

In order to avoid the user to be bothered by repeated,
pilot-based calibration of the VoIP system, this paper presents
an LMS-type adaptive algorithm to estimate the frequency
offset during the course of conversation. We will show that
such frequency offset estimation at runtime requires knowl-
edge of the echo path impulse response. Reliable echo path
estimation, in turn, requires the correction of the frequency
offset in the system. In the paper, we will therefore derive an
iterative approach for jointly estimating both quantities. We
will demonstrate the convergence of the algorithm in terms of
successful resynchronization of the input and output signals of
the acoustic echo path.

Generally, the proposed solution can be adopted to other ap-
plications which suffer from sampling frequency offsets, such
as distributed audio processing [11], or it might serve as a re-
finement stage for larger sampling rate conversions [12].

Section II of this contribution explains the fundamental
problem. Section III introduces the new algorithm in detail,
where Section III-C contains a gradient-based derivation of
the adaptive algorithm for frequency offset estimation. In
Section IV, the performance of the algorithm is analyzed in
conjunction with an NLMS adaptive filter for echo path impulse
response tracking.

II. THE FUNDAMENTAL PROBLEM CAUSED BY A
FREQUENCY OFFSET

The principle structure of an acoustic echo canceler (AEC)
on a PC platform is shown in Fig. 1. The echo d(k) caused by
the acoustic coupling between loudspeaker and microphone is
canceled by an adaptive echo canceler with impulse response
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Fig. 1. System model with input sample buffer.

w (k) which estimates a copy d(k) of the echo from the loud-
speaker signal x(k). This estimated echo is subtracted from the
microphone signal y(k), which also contains the near speaker
speech signal s(k) and near end noise n(k). In our analysis,
the normalized least mean square (NLMS) algorithm was em-
ployed for the adaptation of the echo canceler [5]. The possibly
differing sampling frequencies f, of the D/A converter and f,
of the A/D converter of cheap PC audio hardware cause a time
varying nonlinear behavior, such as an increasing or decreasing
delay of the effective echo path which deteriorates its estima-
tion. The driver model in Fig. 1 includes the finite sound driver
buffer. In the model a finite circular buffer is written at a fre-
quency f, = f, + Af and read at a frequency f,. Once the
write pointer and read pointer of this buffer overlap, a full buffer
length of samples will be lost or repeated. If the circular buffer is
written with higher frequency than it is read, once the delay be-
tween writing and reading exceeds the buffer length, new sam-
ples are overwritten before they are read out. On the other hand,
if the buffer is read with higher frequency, after the delay ex-
ceeds the buffer length, samples will be repeated before they
are written with new data.

A. Optimum Step-Size NLMS Algorithm

A well known algorithm for adaptive filtering is the
NLMS algorithm. The update of the filter coefficients
W(k) = [wo(k)7w1(k)7 s 7w]\7—1(k)]T is given by

x(k)

2
[Ix(k)l

w(k+1)=w(k) + ak) e(k) )]

with an adaptive step-size 0 < «(k) < 1 and

e(k) = y(k) — d(k) = y(k) — w" (k)x(k) 2

where x(k) = [z(k),z(k—1),...,2(k— (N —1))]7 is the far
end speaker signal and NV is the adaptive filter length. Instead
of an additive regularization parameter in this contribution the
norm ||x(k)||? is lower bounded to max(||x(k)||?,€) to avoid
numerical problems for very small input levels of x(k). The
constant ¢ < E{z?(k)} is chosen small in comparison to the
expected signal power. In practice, this limitation does mostly
not apply for realistic scenarios with natural far end signals x (k)
which contain a noise floor.

An adaptive step-size is required to slow down adaptation in
case of high local noise or—more importantly—the double-talk
situation with a near speaker signal s(k). In this contribution,
the optimum step-size factor aopt (k) with respect to the system
mismatch is taken according to [8]:

E{?(k)}
-~ E{e?(h)}
where b(k) = d(k) — d(k) is the echo estimation error signal.
The echo signal can be expressed as d(k) = hT (k)x, (k) with
the effective room impulse response h = [hg, hy,. .., hpr—1]
and the input vector xpr(k) = [z(k),z(k — 1),...,z(k —
(M — 1))]* of length M. In order to approximate the expec-
tations E{b?(k)} and E{e?(k)} by accessible quantities, the
equation is transformed using the filter estimation error g(k) =
h(k) — wni(k) where wy; denotes the vector w zero-padded
to length M. Assuming z(k), s(k), and n(k) to be independent
and uncorrelated (white) Gaussian signals, it follows:

E { (d(k) - J(k))Z}
B { (k) = k) + () + n(k))Q}
B { (07 (k) = whi (1) xas (1)
B { (07 (k) = Wy (k) ar () + 5(8) + ()}
E{llg®I } E {a?(k)}

e {lg®IP} E 2+ 8 {50 + 0"}
)

aopt (k) (3)

Qopt (k) =

As the system distance
lg()II* = (k) = war(b)[)* = g"(k)g(k) ()

is inaccessible, it is approximated by a steady state value g2 after
convergence and set to a constant value. This parameter controls
the adaptation speed as well as the sensitivity for double-talk.
A reasonable compromise between speed of convergence and
steady state performance was found empirically around g2 ~
0.01 for unit-norm echo paths. The expectations of the signals
are replaced by the short term powers o2(k) and 2, (k) of the

x

Authorized licensed use limited to: RWTH AACHEN. Downloaded on January 22, 2010 at 03:55 from IEEE Xplore. Restrictions apply.



PAWIG et al.: ACOUSTIC ECHO CONTROL IN VOIP

191

50 100 150 200 250 300
n
G

Fig. 2.

signals z(k) and s(k) + n(k), respectively, which are defined
by

A =5 S ). ©

If the adaptive filter is in a steady state, w(k) = h(k) is a valid
assumption. In this case e(k) = y(k) — d(k) is approximately
s(k) +n(k) and 02(k) ~ o2, (k) can be used to approximate
the adaptive step-size factor defined in (4) as follows:

trope (k) ~ a(k) = g°oz (k)

= J "=V 2 ~0.01. 7
7202k + o2(k)’ ¢ @

2

2(k) and o2(k) are calculated by recur-

The short term powers o
sive averaging as

ol (k) = (1-0.99)(e,x)*(k — 1) + 0.9907 (k) (8)
approximating the short term power for P = 200 samples. The

simplifications in the derivation are supported by the application
examples in Section IV.

B. The Impact of the Frequency Offset A f

The effect of a frequency offset A f between the signals z(k)
and y(k) can be represented by a time stretching/compression
factor

a= f—x = 7f1 . )

fy o+ Af

A sampling frequency offset causes the NLMS algorithm to fail
in identifying the effective acoustic echo path. Echo cancela-
tion by subtracting the estimated echo is no longer successful.
The effect of a sampling frequency offset between the two sig-
nals can be understood as a time-variable delay increasing or de-
creasing for each sample. This nonlinear effect cannot be com-
pensated by the NLMS algorithm.

Fig. 2 shows for Af = 0 Hz and Af = 6 Hz snapshots
of the estimated echo path impulse response in case of no near
end disturbance, i.e., (n(k) = s(k) = 0) and a steady echo

B
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Adaptive filter coefficient development at £, = 0.1 s (a), (d), t; = 3 s (b), (e) and t> = 55 (c), (f); NV = 300, fs = 8 kHz.

path of length M = 300 with a fixed step-size a(k) = 0.5 for
the NLMS algorithm and an adaptive filter length of N = 300.
White noise input (k) was used for this figure. The adaptive
filter coefficients are shown attg = 0.1s,t; = 3s,andt, = 5s.

In the case of Af = 6 Hz, the maximum of the estimated
impulse response moves with time to compensate for the time-
varying delay of the effective echo path. This can be seen in
Fig. 2(d) and (e), where the main peak has moved to the right.
No stable and accurate echo path estimate will be found be-
cause of this movement. Without a frequency offset, as shown
in Fig. 2(a), (b), and (c), the adaptive filter is converging and
suitable to cancel the acoustic echo.

The second degrading effect due to Af # 0 is caused by
time jumps due to the finite buffer length Lp. The buffer will
be written with a different sampling period than the sampling
period for reading. If the difference between the pointers for
writing and reading exceeds the buffer length, there will be a
repetition of a buffer or one buffer of the input signal will be ig-
nored, as explained in the beginning of this section. In the pre-
vious example, the effect can be observed in Fig. 2(f). Instead
of moving further to the right, the filter impulse response jumps
back to the left, representing the repetition of a buffer (Lp = 32
in this example). These jumps severely deteriorate the perfor-
mance and cause major readaptation of the filter.

The described effects of a frequency offset have an increasing
impact on the performance of the AEC with increasing values
for A f. However, even at very small offsets, the effect is non-
negligible because of the systematic misadaptation of the filter.
It should be noted that the same deteriorating effects occur in
frequency domain adaptive filtering (FDAF) [13]. For block
adaptation the effect of a time-variable delay due to a sampling
frequency offset is even more severe.

III. FREQUENCY OFFSET DETECTION AND CORRECTION

A. The Combined Estimation Concept

The proposed algorithm for frequency offset estimation is an
adaptive waveform-based approach. The principle is illustrated
in Fig. 3. The idea is to estimate the offset by comparing the
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waveforms of the near end signal y(k) = y.(kT,) and the far
end signal (k) = z.(kT}), or its filtered version d(k) to each
other and minimizing the error signal e(k). Note that subscript ¢
denotes the continuous-time versions of the signals and T, and
T, denote the sampling periods according to the frequencies f,
and f,.

As the echo signal d(k) contained in the signal y(k) is pro-
duced from z(k) by the unknown echo path, it is necessary to
use an adaptive filter to match the signals prior to frequency
offset estimation (FOE). Therefore, the estimated echo signal
J(k) is used for the frequency offset estimation algorithm in-
stead of z(k). For the echo cancelation filter, the NLMS algo-
rithm as explained in Section II is used.

B. Arbitrary Sampling Rate Conversion (ASRC)

In order to correct a frequency offset A f, adaptive resampling
is employed. Usually, resampling is based on upsampling by an
integer factor U and subsequent downsampling by an integer
factor D using constant interpolation filters, obtaining a total
rational resampling factor of U/D.

In the context of our algorithm, rational resampling is not suit-
able, because the required U/D ratios are very close to one,
e.g., at a sampling frequency of f, = 8 kHz and a frequency
offset Af = 1 Hz, the resampling factor would be U/D =
1/a = 8001 Hz/8000 Hz = 1.000125. When using ratios
like these, or adaptive resampling with time-variable ratios, ex-
tremely high up- and downsampling factors U and D would be
required, causing extraordinary complexity and delay.

Instead, arbitrary sampling rate conversion (ASRC) (e.g.,
[14], [15]) is used. As shown in Fig. 4, it consists of two

stages. First, the signal x(k) is upsampled by a digital upsam-
pling stage with moderate upsampling factors, in the course
of this contribution U = 4, and a digital interpolation filter
ha(n). This upsampling significantly increases the accuracy
of the next interpolation stage. Then, to reach the desired rate
conversion 1/a, the upsampled signal £(7) is interpolated by
a quasi-analog interpolator at the necessary sampling time
instants &’ = ak. It should be noted that the signal «/.(¢) in
Fig. 4 is not evaluated on a continuous-time scale. Instead, in
such a system the interpolation and sampling are carried out
in one unit by a continuous-time interpolator hg;)t(n) which
uses a discrete number of samples of Z(%) to approximate the
samples of a continuous-time signal z/,(¢). As shown in Fig. 5
for U = 4, the sampling instants are calculated by compressing
the time scale according to the factor a (here, a < 1). In the
figure, T, = 1/ f, represents the sampling period of the input
signal. The samples z/.(k - a1} ) are created by evaluating the
continuous-time interpolation at exactly these instants. In our
investigation, Lagrange interpolation was employed.

Lagrange interpolation with L + 1 samples of £(7) uses poly-
nomials to approximate the signal, e.g., [16]. For L = 3, four
samples of the upsampled signal Z () are used. The coefficients
l,(Ag) of the interpolation filter are

I_1(Ag) = éAk(Ak - 1)(Ax—2)
lo(B) = 5 (A + (A~ (A~ 2)
L(AL) = — %(Ak 1) AR(Ag —2)

B(AK) = — £(Ak + DA(AL 1) (10)
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where Ay, is defined in Fig. 5. The interpolation is
2

>

n=-—1

x/(ak =i+ Ak) = (Ak) (Zk + n) (11D

where ak is the desired new sampling time instant, i, is the
sampling instant in the digitally upsampled signal z(z) which is
closest to ak, and Ay, is the relative distance between the two, as
demonstrated in Fig. 5. This can be also be understood as digital
filtering with the time varying filter

hD(n) = Ln;

The complexity of the interpolation increases when using more
samples L, but the dominating factor in complexity considera-
tions is the digital upsampling filter hq(n).

n=-1,0,1,2. (12)

C. Novel LMS FOE Algorithm

The new algorithm is based on the structure in Fig. 3. In-
stead of a direct estimation of Af we sequentially adapt the
time stretching/compression factor a. Due to the LMS-type ap-
proach to be derived in the following, the estimated factor a (k)
is time variant. Thus the sampling instances of the resampled
signal z.(¢;) can be described as an accumulation of nonuni-
form sampling periods up to the kth sampling event:

13)

In the steady state of the sequential estimation, we expect a(l) =
a.

The signal d.(,) = w7 (k)x’(t) is a filtered version of the
resampled loudspeaker signal z.(tx). The adaptive filter w(k)
matches the waveform of d.(%},) to ye(kTy).

At time (k — 1)T,, the relationship

k—1

thor =Y a()T, = (k—1)

=0

T, + Aoy (14)

can be established in which AT}, is considered as a slowly
varying sampling time mismatch at time ¢ between samples

Ye((k—1)T,) and d..(t5_1). Since this sampling time mismatch
is compensated by the phase of the adaptive filter w(k) up to
time (k — 1)Ty, the effective time instant tr can be written as a
function of the current time stretching factor a(k)

ty = (k= 1)T, + a(k)Ty. 15)

The optimization criterion for estimating the factor a(k) is
the minimization of the mean-square error, i.e.

E{e2(k)} = E{(yc KTy) = Jc(fk))z}

=B {(s(KT,) — d. (k= DT, + a(k)T2)*}
— min (16)
in analogy to the NLMS algorithm of the echo cancellation filter.
For the purpose of the derivation, the noise-free single-talk case
is assumed, meaning y(k) = d(k).

The gradient used for minimizing E{e?(k)} is, thus, given by

=" da(k)
B ad. ((k — 1)T, + a(k)T.)
= 2E{ W) S (k=T + a1y
9 ((k = 1T, + a(k)T,)
da(k) }

d'(k) = Togrde(t)] s, (18)
the gradient is expressed as
V= —2E{e(k)d(k)}. (19)

The gradient V is then approximated by the instantaneous gra-
dient

Vi(k) = —2e(k)d (k). (20)

do(ty,), the straigthforward ap-
d(k)—d(k—1). However,
d(k) in (20), this approxima-

With the abbreviation d(k) =
proximation of the gradient is d'(k) =
when substituting e(k) = y(k) —
tion would lead to

Vi (k) = =2 (y(k)d(k) — y(k)d(k - 1)
—d2(k) + d(k)d(k — 1)) e
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It has been observed that in the case where the adaptive filter has
not yet synchronized the signals y(k) and d(k) good enough,
the correlation is very low, so that the quadratic term d? (k) is
the only term in the gradient which is not close to zero and thus
causes a constant bias.

To avoid the occurence of the term d2(k), the gradient will
instead be approximated by the difference between the two ad-
jacent samples previous and subsequent to #;, as
dk+1)—dk—1) 1

"(k) =T, =
d'(k) - 2T, 2

(J(k +1) - d(k - 1))
22)

causing a delay of one sample.

Given the above approximation of the derivative, the adapta-

tion is performed in the direction of the negative gradient by

lh+1) = (k) — iy (F)V (k) 23)
where p¢(k) is the time-variable step-size which will be ana-
lyzed in detail in Section III-D.

A graphical illustration of the adaptation by gradient descent
can be seen in Fig. 6. The situation depicted here, idealized for
the purpose of understanding the algorithm, is as follows: There
is no near end signal s(¢) or n(t). The two waveforms y(t) =
d(t) and d(t) are perfectly synchronized by the adaptive filter
at the time instant (k — 1)T, such that their waveforms are
exactly the same. The remaining error e(k) is then caused by
the different sampling time instants k7, of the signal y(¢) and
ix of d(t), respectively.

In the example given in Fig. 6, it can be observed that the
currently estimated factor (k) has to be corrected in the nega-
tive direction to meet the correct value a with respect to the ac-
tual frequency offset A f. The sampling time #;, is greater than
the ideal sampling time kT),. The error e(k) is less than zero
and the derivative d’(k) is positive. Hence, according to (20) the

gradient V ;(k) is also positive, meaning a(k + 1) is correctly
modified in the negative direction. This reduces the effective fre-
quency offset between the signals d(k) and y(k).

D. Adaptive Step-Size for Double-Talk Robustness

Like every other adaptive algorithm, the LMS frequency
offset estimation critically depends on a suitable step-size.
The proposed time-variable step-size . 7(k) introduced in (23)
consists of two factors:

/J'f(k) = Mfix * Nopt(k)' (24
The fixed step-size factor pgy causes averaging over time. This
is useful since the reliability of single instants of the gradient
V ¢(k) is not very high, because the algorithm relies on the
ability of the adaptive filter to synchronize the signals under
every circumstance. The synchronization of the signals y(k) and
cZ(k) is not exact in practice. For this reason, and because of the
high sensitivity of the system to changes of a(k), the averaging
by pfix has to consider a large number of values for a(k), which
motivates a fixed step-size factor pg, € [1077;1076].

Because the presence of significant near end disturbance or
double-talk leads to incorrect adaptation, the step-size has to be
decreased in these circumstances. Therefore, a step-size factor
Hopt similar to the optimum step-size factor (7) of the NLMS al-
gorithm for room impulse response tracking is introduced. Com-
paring the update equation for the NLMS filter (1) with the up-
date equations of the proposed algorithm (20) and (23) suggests
that the role of x(k) in (1) is similar to the role of d’ (k) in (20),
(23), thus in analogy to (7) an auxiliary factor is calculated as

_ gjoa(k)
9305, (k) +a2(k)

ﬂopt (k> (25)

The factor ng, which corresponds to the system distance (5) con-
trols the adaptation speed and the sensitivity for double-talk. It
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represents the remaining degree of freedom to change the be-
havior of the algorithm. The short term power o2, (k) is defined
by

k

>

k=k—P+1

9 1

o2 (k) = B d”* (k). (26)

This auxiliary factor fiopt (k) slows down adaptation signifi-
cantly in case of double-talk or other considerable near end dis-
turbances. In case of low power of the near end signals s(k) and
n(k), the power o2 (k) of the remaining error is close to zero and
the step-size factor fipy is close to one. In cases of high near end
signal powers, the factor fiopt (k) is close to zero because of the
high power o2 (k) relative to o2, (k).

Because of the nonstationarity of speech signals, the changes
Aa(k) to the time stretching factor a(k) have to be normalized.
Otherwise, the influence of high amplitude parts of the input
signal would be overrated. Normalization is performed by using
the instantaneous power of the derivative d'?(k), i.e., fopt =
fiopt/d'? (k). To avoid numerical instability, the term d'?(k) is
lower bounded to €7 < E{d"?} by using max(d?(k), e). To
simplify the required equations, the short-term power o2, (k) is
approximated by the instantaneous power d’?(k) and the step-
size factor becomes

2 2
N gfad’(k) ) 1
popt (k) = G305 (k) + o2(k) (k) 27)
g2
f (28)

~ 2d? (k) + o2 (k)

The selection of the control parameter g]% will be discussed in
the next section.

E. Increasing the Estimation Accuracy While Preserving Fast
Convergence

The performance analysis of the novel algorithm indicates
that small values for the system distance g]% are necessary to
reach good steady state performance in case of near end distur-
bances. However, in the start up period of the algorithm, slow
convergence is observed for these small values of gJ%. During
this period, the residual error signal e(k) has significant power.
Since the power o2 (k) is used to detect double-talk, this causes
the step-sizes of both the adaptive filter as well as the LMS fre-
quency offset detection to be very small and thus the adaptation
is very slow. To increase the convergence speed, the influence
of the remaining echo power o2(k) has to be reduced, which
directly increases the impact of double-talk in the adapted case.
In order to solve this dilemma, the specific systems properties
have to be considered.

In our investigation of acoustic echo control on PC systems,
measurements showed that different systems have different fre-
quency offsets, but the offset specific to a system remains stable.
The only change of the offset behavior observed in these sys-
tems was due to different audio driver configurations.

The assumption of an unknown but constant or very slowly
changing frequency offset encourages the use of a time-vari-
able parameter QJZC (k). The general adaptation of the offset works
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TABLE 1
LMS-FOE ALGORITHM

for each k:
resample the far end input signal with current ratio a(k)
z'(k) = ASRC(z(k), a(k))
create the input vector
X' (k) =[z'(k— N),z'(k— N +1),...,2'(k)
create the estimate of the echo
d(k) = wT (k)x' (k)
calculate the output signal
e(k) = y(k) — d(k)
calculate the power estimates (ajm/ (0)=0)
o2(k) = (1 — 0.99)e(k) +0.9902(k — 1)
o2,(k) = (1 —0.99)z"(k) + 0.9902, (k — 1)
calculate the adaptive step-size
9202, (k)
b = oz orm
perform filter update

w(k +1) = w(k) + a(k)e(k) ax<||§(<:))|| —

m

calculate derivative (delay by one sample)

d'(k) = %lw(d(k +1)—d(k—1))
calculate LMS-FOE step-size

a7 (k)
9% (k)max(d’ (k)€ ) +0e (k)

py (k) = pifizpopt
update g?(k +1)

93 (k +1) = (1 — pyd?(k)v9)37 (k) + 1 (k)v992,,4

update time stretching factor

a(k +1) = a(k) + py - e(k)d' (k)

Nopt(k) =

even for large values, e.g., g]% ~ 0.2. The main problem caused
by these large values is the instability of the estimated time
stretching factor a(k) in case of near end disturbance. With the
assumption of improving convergence of the FOE algorithm, the
parameter g}% is replaced by a time-variable parameter

97 (k) = (L= pp(k)vg) - g7 (k — 1) + py(k)vg - gona- (29)

Here, the parameter é;(k) is initiated to gj% (0) = 0.2 to em-
ploy the fast convergence at the start of the adaptation. Using
a fixed time-constant v, € [107*107%], the parameter j7 (k)
is reduced over time, in the best case reaching the end value
g2.4 = 0.001 as soon as the adaptation of the frequency offset
is converged.

In addition to the fixed time-constant -y, the adaptive step-
size for frequency offset estimation is employed in the denor-
malized form

wy(k) = pg(k) - d”(k) € [0;1] (30)
to stop the descent of the parameter (}J%(k) in case of near end
disturbance. This ensures that ﬁ;(k) is not decreased during
strong double-talk, where no convergence of the FOE algorithm
or the room impulse response tracking filter can be assumed.
Once the parameter f]]%(lc) is close to the small final value g2 ;,
the offset estimation step-size fiopt (k) is very small in case of
double-talk or other near end disturbance, and the estimation re-
mains stable. Finally, the proposed algorithm is summarized in
Table 1.
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Fig. 7. Simulation model.

F. Computational Complexity

The additional algorithmic complexity of the algorithm is
mostly due to the digital interpolation filter in the ASRC. In
this paper, the interpolation employs a polyphase filter imple-
mentation with filter lengths of 50 taps. The remainder of the
LMS-FOE algorithm consists of 27 multiplications, 13 summa-
tions, and one maximum operation per iteration and, thus, does
not add much complexity in comparison to an adaptive filter of
length V > 300 in acoustic echo control.

IV. SIMULATION RESULTS

The performance of the proposed algorithm was analyzed in
simulations according to Fig. 7. The employed far end input sig-
nals x(k) were recorded speech by male and female speakers,
taken from a German audio book. Different room impulse re-
sponses h were generated randomly by

N 0.017(z) ,
h(i) = {T(i)(e_i + 0-1)6_0-1?5M

1< Ay

P> A 3D

where 7(z), 0 < 7 < M is a white noise random variable of
Gaussian distribution and variance 03 =1, Ay is adirect sound
delay and M is the desired filter length. These random room
impulse responses resemble measured room impulse responses.
The effect of the frequency offset A f was modeled by ASRC.
The possible time-scale jump effects of the audio driver were
considered by the driver model in the microphone path. This
model was implemented by observing the current sampling fre-
quency difference and the according relative position of the read
and write pointers on a buffer. Whenever they meet, a buffer
length is repeated or removed from the signal, simulating the
additional time jump effect. The buffer length did not have sig-
nificant impact on the performance of the algorithm, as long as it
was smaller than the adaptive filter length of the echo canceler.
A near end white noise signal was added to the echo signal to
adjust the echo-to-noise ratio
ENR

H =10 loglo

B { (k)
E{n?(k)}
in the cases denoted as single-talk. The double-talk case was
considered by adding a near end speech signal with a ratio of 0

(32)

dB between near end and far end signal powers, in addition to
a noise signal of 25 dB ENR. Performance of the echo canceler
was evaluated in terms of echo return loss enhancement

E{Pk)}
E { (d(k) - J(k)>2}

The gain of all room impulse responses used in the simulations
was normalized to O dB.

——— = 10log;,

(33)

A. Basic Algorithm Results

Simulation results of the LMS-FOE algorithm in single-talk
are shown in Fig. 8 for a relatively short room impulse response
of length M = 500 and an NLMS filter length of N = 300. It
can be observed that the frequency estimation converges to the
correct value of Af = 2 Hz after about 30 s in case of 60 dB
ENR and 45 s in case of 25 dB ENR. The convergence time
varies with different speech input signals as well as different
near end disturbances. The ERLE reached after compensating
for the frequency offset is close to the expected limits if using
the NLMS filter in a system with Af = 0 as stated in e.g.,
[17], Chapter 13. The echo canceler performance is limited by
near end disturbance and by the length of the echo canceler [V,
which is mostly shorter than the actual room impulse response
length M.

The synergy between adaptive filtering by NLMS and adap-
tive frequency offset correction is of special interest. The FOE
starts working as soon as the adaptive filter has found a very
rough estimate of the actual echo path impulse response. The
most important feature of the filter to be found is the direct sound
peak, representing the essential delay of the echo path. Once this
is estimated roughly, the LMS algorithm for frequency offset
estimation is able to detect the correct value for A f. While the
remaining frequency error is reduced, the adaptive filter is able
to improve the estimate of the room impulse response, which
in turn leads to a better estimate of the frequency offset. This
way, both adaptive components improve the performance of
each other until a stable estimate of both echo path impulse re-
sponse as well as the frequency offset is found.

As illustrated in Fig. 8, the offset estimation slows down in
case of more near end noise and thus a lower ENR. This is due
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Fig. 8. Simulation results for LMS-FOE. (a) ERLE results. (b) Remaining fre-
quency estimation error; speech input without double-talk, N = 300, M =
500, Af = 2 Hz, g7 = 0.01.

to the adaptive step-size jiop¢ (k), which considers the lower sig-
nificance of single estimated values for a(k). Another obvious
reason for the slower convergence is the slower convergence of
the adaptive filter under the influence of near end noise, caused
by the adaptive step-size of the NLMS algorithm. However, de-
spite slower detection of a frequency offset in case of near end
disturbance, the frequency detection remains stable.

The stability of the algorithm needs to be ensured in case of
sudden changes of the echo path impulse response. The result
of an abrupt change of the impulse response can be observed
in Fig. 9. The room impulse response in this simulation was re-
placed by a completely different one at the time of 62 s. In case
of such a sudden change, the illustration shows that the resyn-
chronization of the NLMS algorithm used for the echo cancel-
lation and room impulse tracking filter is fast enough not to
cause serious deterioration of the frequency estimation. This is
a very important feature. In practice the room impulse response
might not jump, but in any case will be time-variable. If the al-
gorithm can deal with abrupt changes like this, it can also deal
with slower changes of the impulse response.

B. Time-Variable Parameter gj% for Fast Convergence

The behavior of the frequency estimation error and the as-
sociated parameter g7 (k) are illustrated in Fig. 10. The 60 and
25 dB ENR signals represent the single-talk case with only near
end noise while the 0 dB double-talk scenario consists of a near
end speaker at the same mean energy as the far end speaker
with added white noise at 25 dB. It can be observed that the
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Fig. 9. Simulation results for LMS-FOE and abruptly changing room impulse
response after 62 s; speech input without double-talk, (a) ERLE results, (b) re-
maining frequency estimation error, N = 300, M = 500, Af = 2 Hz,
g7 = 0.01.
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Fig. 10. Time-variable gi (a) and remaining frequency estimation error (b),
N =300, M = 500,Af = 2 Hz.
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Fig. 11. Frequency estimation for different A f, N = 300, M = 500.

convergence is considerably faster than using a constant param-
eter g7 = 0.01 as illustrated in the gray plots. For fixed g7 and
double-talk, convergence is not reached within the scope of this
plot. Ideally, the descent of g]%(k) is adjusted to reach the final
value ggnd = 0.001 a short time after the point of actual conver-
gence to maximize both steady-state stability and double-talk
robustness, as well as convergence speed. The illustration also
shows the slower descent in cases where adaptation is disturbed
by double-talk influence. With this time-variable approach, the
convergence time can be reduced to similar values as when using
large parameters g]%, while preserving the high accuracy and
high ERLE of slow convergence speeds.

The course of the frequency offset estimation for larger fre-
quency offsets can be observed in Fig. 11 for a speech signal.
It should be noted that the fixed step-size has been slightly in-
creased compared to Fig. 10, which leads to some overshooting
at the start of the estimation for smaller offsets, but decreases
the convergence time for larger offsets.

C. Practical Value of Adaptive Resampling by LMS-FOE

When using the adaptive sampling rate correction as de-
scribed in the paper, the performance of AEC in the presence
of a frequency offset A f can increase dramatically compared
to the pure NLMS algorithm. In order to provide realistic simu-
lation results according to the probable setup for this algorithm
in practice, the simulated echo path impulse response uses
M = 1500 coefficients to represent a regular office room. To
reach acceptable ERLE values, the adaptive filter length is set
to N = 1000. With a PC-fan in the acoustic environment of the
system, a constant near end disturbance n(k) with an ENR of
25 dB is considered realistic.

Fig. 12 shows the average ERLE in the steady state for dif-
ferent frequency offsets A f. Without any offset compensation,
the ERLE deteriorates severely with increasing offset A f. The
LMS frequency estimation algorithm combined with an NLMS
adaptive filter introduced in the paper achieves that the perfor-
mance of the AEC remains nearly constant for different fre-
quency offsets. In this simulation, the loss of performance in
case of Af = 0 Hz due to the unavoidable frequency estima-
tion error is less than 1 dB.

Quantitative simulation results of the convergence time are
presented in Table II for an offset of Af = 2 Hz. Here, ERLE
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Fig. 12. ERLE development versus frequency offset Af; M = 1500, N =
1000, ENR = 25 dB.

TABLE II
SIMULATION RESULTS FOR TIME-VARIABLE g? (k); M = 1500,
N = 1000, Af = 2 Hz

[ input signal | ENR [dB] [ ERLE [dB] | convergence time [s] |

60, single-talk 37.0883 25.64
white noise | 25, single-talk 27.5620 25.97
0, double-talk 23.0163 32.73
60, single-talk 39.3500 10.86
speech 25, single-talk 28.0201 10.55
0, double-talk 17.8953 18.78

means the average ERLE after convergence is reached. The con-
vergence time is measured as the time until the ERLE reaches 3
dB less than the steady-state. The reason for the slower conver-
gence in case of noise input is the stationarity of the white noise
signal. In this case, the step-size remains constantly low at the
beginning of the adaptation. In case of speech input, however,
high amplitude sections of the input signal yield a big step-size,
causing the algorithm to converge fast.

In conclusion, these simulations prove that the introduced
LMS algorithm is suitable for frequency offset detection and
correction in the simulated environment. The proposed algo-
rithm works as long as the adaptive filter is able to find a rough
estimate of the actual echo path impulse response. With the
NLMS filter as described in Section II, convergence can be
reached for offsets of at least Af € [—10 Hz; 10 Hz]. How-
ever, the convergence time grows with the frequency offset A f.

V. CONCLUSION

In this paper, we proposed a novel LMS-type algorithm to
estimate and correct a sampling frequency offset between the
microphone and loudspeaker signal in an acoustic echo control
environment. The resulting echo return loss enhancement of a
system with a small frequency offset is dramatically improved.

First, the fundamental problems caused by the differing sam-
pling periods and thus, time-variable delay between the input
and output signals of the system were described in detail. It
was shown that the deteriorating effects can be compensated by
adaptive resampling. The proposed algorithm uses the principle
of gradient descent to adapt the time-stretching/-compression
parameter needed for the compensation.

Simulations proved that the proposed LMS-type adaptive re-
sampling algorithm is suitable for frequency offset detection and
correction in the simulated environment. The algorithm works
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as long as the adaptive filter is able to find a rough estimate of the
actual echo path impulse response. Naturally, the convergence
time grows with the frequency offset A f.
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