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Chapter 1

Introduction

The FlexCode concept of flexible source coding poses interesting challenges for channel coding and
transmission. At a first glance, the variety of different FlexCode scenarios defined in [Fle07b] seems
to require not only a single, but several distinct channel coders for the different scenarios, transmis-
sion schemes and storage media. For instance, in storage scenarios, channel coding is not necessary,
but a strong compression of the data is required. To accomplish a flexible, near-entropy compression,
arithmetic codes[BCW90], [BCK07] are frequently used. However, already a single bit error in the
arithmetically coded bitstream causes a complete decoder failure and the loss of large parts of the origi-
nal data. This means that in wireless transmission scenarios, strong channel coding has to be employed
in order to guarantee error-free transmission. For this reason, in most of the current speech and audio
codecs the redundancy in the audio signal is removed using techniques like linear prediction and/or vec-
tor quantization [VM06]. The concept ofconstrained entropyquantization, which is a candidate to be
used in the FlexCode source coder, leaves a large amount of redundancy in the quantized signal. This
residual redundancy is then usually removed using standarddata compression algorithms such as arith-
metic coding. Instead of removing this redundancy, the source encoder can leave the redundancy in the
bitstream and use it at the receiver to help combat any effects introduced by channel noise.It has been
shown that it is possible to efficiently exploit this residual redundancy of the parameters in an iterative
Turbo-like process at the receiver [AVS01]. Furthermore, the best practical channel coders known so far
utilize iterative receivers [RU08]. Therefore, channel codes with iterative receivers have been chosen as
a candidate for the FlexCode source coder.
In this report, the FlexCode baseline channel coder is introduced. The report is organized as follows:
Chapter 2 presents the basics of modern iterative channel coding techniques. Turbo codes are introduced
as well as analysis tools such as EXIT charts and basic concepts of interleaver design. Chapter 3 intro-
duces the concept of soft decision source decoding (SDSD) and extends it for the deployment in iterative
Turbo-like decoders. Chapter 4 presents some of the advances and optimizations of the iterative source-
channel decoding scheme that were made during the FlexCode project in order to achieve a more flexible
transmission scheme. Chapter 5 then presents the adaptation of the ISCD scheme to the FlexCode source
coding concept. Finally, Chapter 6 briefly outlines the practical realization of the channel encoder and
the interface between source and channel coder.
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Chapter 2

Modern Channel Coding Techniques

The purpose of this chapter is to give a brief overview of the concepts used in modern channel coding. We
mainly focus on Turbo codes as the Turbo principle [Hag02] allows near Shannon-limit error correction
and transmission and leaves the transmission chain flexibleenough to fulfill the FlexCode needs. On
the other hands, Low-Density Parity-Check (LDPC) codes, originally introduced by Gallager [Gal63],
[Gal62], then forgotten and rediscovered by MacKay [Mac99], [MN96], have not been chosen for the
FlexCode channel coder. The reason is that LDPC codes need large precomputed parity check matrices.
These are usually optimized using an offline, time-consuming search algorithm. Once a parity check
matrix is found, the code is fixed, i.e., the block sizes and the rates are fixed and cannot be adapted on
the fly. Changing for instance the code rate implies that a whole new parity check matrix (and thus a
different generator matrix) has to be chosen. For this reason, a channel coding scheme using the Turbo
principle instead of LDPC codes have been chosen for FlexCode.
In this chapter, the underlying theoretical concepts of theFlexCode channel coder are presented. First,
a brief introduction of the Turbo principle is given in Sec. 2.1, followed by introducing the key ele-
ment in iterative decoders, the so-called extrinsic information, in Sec. 2.2. Afterwards, Turbo codes are
introduced in Sec. 2.3, followed by EXIT charts, which are the most widely used tool to tracing conver-
gence and optimization of iterative transmission schemes,in Sec. 2.4. Finally, the importance of a proper
interleaver design is highlighted in Sec. 2.5.
Parts of this chapter are reproduced from [Cle06]

2.1 The Turbo Principle

The Turbo principle [Hag97], [Hag02] describes the iterative beneficial exchange of extrinsic informa-
tion between separate components at the receiver. The extrinsic information provided by one component
improves the performance of another component by serving asa priori information. The key elements in
this iterative process are the propagation of extrinsic soft information, which is generated by the compo-
nents, and the independence of this extrinsic information,which is usually ensured by interleaving. By
Turbo processing it is possible to obtain a performance close to the capacity limits by using relatively
simple components. The Turbo principle was discovered in 1993 for the parallel concatenation of two
convolutional codes [BG96]. The Turbo decoding of seriallyconcatenated channel codes is discussed
for instance in [BDMP98b]. Furthermore, various combinations of parallel and serial concatenation are
possible [BM02]. The Turbo principle is not restricted to channel codes but can easily be applied to other
components of the receiver chain as long as these componentscan provide suitable extrinsic soft informa-
tion. Examples areBit Interleaved Coded Modulation with Iterative Decoding[LR97], [CTB98] (BICM-
ID), Iterative Source-Channel Decoding[AVS01], [Gor01], Turbo equalization[DPD+95], [TKS02],
Turbo multiuser detection [Poo00], and Turbo DeCodulation[CBAV05], [Cle06].
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2.2 Extrinsic Information

The term extrinsic information describes the novel additional information a Turbo component, e.g., an
appropriately designed Trellis based BCJR or SISO channel decoder [BCJR74], [BMDP98], can generate
for a certain bit based on the a priori information for all bits of the bit stream, excluding the a priori (or
intrinsic) information for the considered bit itself. The combination of the extrinsic information of a bit
with its own intrinsic a priori information is the a posteriori information. The a priori information for a
bit can comprise, e.g., the extrinsic information of other components of the Turbo process (dynamically
changing in decoding iterations), direct information on the received symbols or bits (channel related
knowledge, static per frame), and a priori information due to unequally distributed bits (static). This
latter classification of input (a priori) information for a Turbo component is depicted in Fig. 2.1. Thus,
there exist two different classifications for a priori information, one considering the relation, intrinsic
or extrinsic, to a certain bit position and the other one considering the source of the information (see
Fig. 2.1).
The information in a Turbo process are reliabilities for thebits, which are usually represented as prob-
abilities or log-likelihood ratios (L-values) [HOP96]. AnL-valueL(xj) is the natural logarithm of the
ratio of the probabilities for the two realizations of a binary random variablexj, possibly conditioned on
other variables,

L(xj) , L(xj | . . .) = log
P (xj = 0| . . .)
P (xj = 1| . . .) . (2.1)

In the logarithmic domain ofL-values the multiplication and division of probabilities transforms to ad-
dition and subtraction, respectively, which can be convenient for efficient implementations. The addition
of probabilities yields a so-called box-plus⊞ operation [HOP96] for the correspondingL-values.
The key element of the Turbo principle is the refinement of extrinsic information by its exchange between
several components. Exemplarily, Fig 2.2 shows the spreading or collection of extrinsic information in

Turbo
Component

extrinsic
output

a posteriori
output

static a priori information
(unequally distributed bits)

dynamic a priori information
(extrinsic information of other Turbo components)

frame-wise static a priori information
(direct information from channel output)

Figure 2.1: Types and sources of input (a priori) information for Turbo components.

x = [. . . xj . . .]

x̃ = [. . . x̃j . . .]

considered bit

interleaverπ

original bit stream

interleaved bit stream

j

π(j−2)π(j−1) π(j+1) π(j+2)

Figure 2.2: Spreading (downwards) or collection (upwards) of extrinsic information.
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Figure 2.3: Encoder and Turbo decoder for parallel concatenated convolutional codes.

a Turbo process with two components connected via an interleaver π. The information for bitj in
the original bit stream is propagated two bit positions in both directions. After interleaving this extrinsic
information it is used in four far apart positions in the interleaved bit stream. There, it is again propagated
to the neighboring positions. Until now4·5 = 20 bits profited from the single information. In the next
step this extrinsic information is deinterleaved and propagated again in the original bit stream. If the
interleaver is well designed and sufficiently large so that no overlapping occurs in the propagation, the
information for the bit at positionj is now spreaded already to close to 100 other bits. The inverse process
can be considered as the collection of extrinsic information. Both, the spreading and the collection of
extrinsic information, take place in a Turbo process. On theone hand, every input information shall be
spread as far as possible to improve the decoding at other bitpositions. On the other hand, as much as
possible extrinsic information on a certain bit shall be collected for a reliable decision.

2.3 Turbo Codes

2.3.1 Parallel Concatenation

Originally, the Turbo principle was discovered for parallel concatenated convolutional codes (PCCC)
[BG96]. The encoder of a PCCC similar to [BG96] is depicted inFig. 2.3(a). The data bitsx are
encoded separately by the two channel encoders to the encoded bitsy1 andy2. However, before encoding
the data bits by the second encoder, they are permuted by a bitinterleaverπ. For the case of PCCC the
component codes are usually raterC = 1 convolutional codes. Additionally, the data bits are transmitted
as systematic bitsys = x. The overall code rate then isrCPCCC

= 1/3. A rCPCCC
= 1/2 PCCC can be

obtain by alternately puncturing of half of the parity bitsy1 andy2. Due to the deterministic interleaving,
the bitsys can serve as systematic bits for both components codes. Thus, the sub-codes consisting

11
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C1,2

RSC = {1, 21/37}8 ,
rC1,2

= 2/3, rCPCCC
= 1/2, V = 65536 bit/frame, AWGN.

of the systematic bit and the partially punctured parity bitcan be considered as recursive systematic
convolutional (RSC) codes withrC1,2

= 2/3 (or rC1,2
= 1/2 for rCPCCC

= 1/3).
The bitsy are transmitted to the receiver. As transmission model (seeFig. 2.3(c)) serves BPSK transmis-
sion over an AWGN channel. The received value for each transmitted bity is denoted byz.
Figure 2.3(b) shows the Turbo decoder for the PCCC encoder ofFig. 2.3(a). Each of the component
decoders receives three input reliabilities: two reliabilities, P (ys|z) and P (y1,2|z) directly from the
channel (or demodulator) and one properly (de)interleavedextrinsic reliabilityP [ext]

C2,1
from the other de-

coder as a priori inputP [apri]
C1,2

. Appropriately designed SISO decoders [BMDP98] are used ascomponent

decoders. For simplicity, we assume equiprobable bitsx = ys, i.e.,P (ys = 0) = P (ys = 1) = 1
2 . A pri-

ori information on the bitsys could be included in the reliabilitiesP (ys|z). After the desired number
of iterations, in which the two decoders alternately updatetheir own extrinsic information by using the
extrinsic information supplied by the other decoder, the final (hard decision) output̂x is determined. For
more details we refer to the literature [BG96], [HLY02], [VY00].
In Fig. 2.4 the bit error rate (BER) performance of the original exemplary Turbo decoding of a PCCC
in [BG96] is depicted for BPSK transmission. The two effective constituent codesC1,2 are memory

J = 4, raterRSC = 1/2 RSC codes with generator polynomialsG
C1,2

RSC = {1, 21/37}8 punctured to
rC1,2

= 2/3 to achieve an overall code rate ofrCPCCC
= 1/2. A pseudo-random interleaver of size

V = 65536 bits is used.
Tremendous gains for the first five iterations can be observed. For more iterations the particular additional
gain decreases. Furthermore, an error floor can be observed.For comparison, the performance of an
uncoded BPSK transmission and two standalone convolutional codes is given. One is the memoryJ = 6,
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Figure 2.5: Encoder and Turbo decoder for serial concatenated convolutional codes.

rFF = 1/2 feed-forward (FF) convolutional code with the generator polynomial GC
FF = {171, 133}8

which is used, e.g., in the WLAN 802.11a standard. The other one is a memoryJ = 12, rRSC = 1/2 RSC
code withGC

RSC = {1, 10533/17551}8 . After already two iterations the PCCC with in total2·2J=4 = 32
states outperforms both of these relatively strong codes with2J=6 = 64 resp.2J=12 = 4096 states. Note,
the Shannon limit for this case is(Eb/N0)min ≈ 0.187 dB and with 20 or 50 iterations we can approach
it at a BER ofPb = 10−5 by approximately∆Eb/N0

≈ 0.5 dB.

2.3.2 Serial Concatentation

Another possibility for the concatenation of channel codesis the serial concatenation as used for serial
concatenated convolutional codes (SCCC) [BM02], [Tüc04].This type of concatenation usually better
resembles the serial design of the receiver chain, especially when the Turbo process comprises also other
components than channel decoding. In Fig. 2.5 the encoder and the Turbo decoder for a SCCC are
depicted. Note that the bitsw, which experience the Turbo processing, are the encoded bits of the outer
code but the decoded bits of the inner code. The decoders mustbe accordingly designed to provide the
required extrinsic information.
In Fig. 2.6 simulation results are shown for a SCCC presentedin [tB00a]. A memoryJ = 2, rCout = 1/2
RSC code is concatenated with aJ = 1, rCin

= 1 recursive non-systematic convolutional (RNSC) code

as inner component. The respective generator polynomials areGCout
RSC = {1, 5/7}8 andGCin

RNSC = {2/3}8.
Due therCin

= 1 inner code the overall code rate is stillrCSCCC
= 1/2. Furthermore,rCin

= 1 complies
with the findings in [AKtB02], [AKtB04], [Tüc04] that the inner component of a serially concatenated
system should be of raterin = 1. Similar to [tB00a] a large frame size of200000 bit/frame is used,
resulting in an interleaver of sizeV = 400000 bit.
Even with these very weak convolutional component codes with only 4 and 2 Trellis states, the Shannon
limit can be approached by less than∆Eb/N0

< 1 dB. The reference standalone convolutional codes (see
Section 2.3.1) are outperformed after two and three iterations, respectively. An almost vertical waterfall
region for 10, 20, and 50 iterations can be observed. Furthermore, no error floor is visible in contrast to
the PCCC case in Fig. 2.4.

2.4 EXIT Charts

Many different approaches have been studied for the analysis of the convergence behavior of Turbo pro-
cesses. They are targeted at a suitable design method and a better understanding of the Turbo processing.
Some approaches are compared in [TtBH02]. The most widely used tool today is the extrinsic informa-
tion transfer (EXIT) chart [tB01a], [tB99] which is based onthe mutual information measure [CT06]

I(X;Y ) = H(X) − H(X|Y ) = H(Y ) − H(Y |X) . (2.2)
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The mutual informationI(X;Y ) specifies the amount of information one random variableX contains
in average about another random variableY .
In an EXIT chart the extrinsic mutual informationI [ext] exchanged in each iteration of a Turbo process
is plotted as a decoding trajectory. Furthermore, each component is additionally separately described by
its EXIT characteristicT , i.e., the relation between the extrinsic mutual information I [ext] the component
can generate for a certain input a priori mutual informationI [apri].
Usually it is assumed that theL-valuesL of the respective bipolar variablël is Gaussian distributed with
varianceσ2

L and meanµK = σ2
L/2 [tB01a], i.e., the conditional probability density function for the

L-value is

P (L|l̈ = ±1) =
1√

2πσL

exp

(

−(L − µLl̈)2

2σ2
L

)

=
1√

2πσL

exp

(

−(L − σ2
L

2 l̈)2

2σ2
L

)

. (2.3)

In general the mutual information is given by [tB01a]

I =
1

2

∑

l̈=±1

∞
∫

−∞

P (L|l̈) log2
2 · P (L|l̈)

P (L|l̈ = +1) + P (L|l̈ = −1)
dL . (2.4)

With the assumption of (2.3) this function is abbreviated by

I = J (σL) (2.5)

and cannot be expressed in close form [tB01a], implying usually numerical evaluation.
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Based on the inverse functionσL = J−1(I [apri]) Gaussian distributedL-values are generated and pro-
cessed in the considered Turbo receiver component togetherwith other potential a priori information,
which does not originated from the virtual other Turbo component. The outputL-values are recorded in
two histograms for̈l = +1 and l̈ = −1. Note that the “random” values of̈l must of course fulfill the
inherent coding rules of the Turbo component. When filled with a sufficient number of samples, finally
the histograms are evaluated using (2.4) to compute the extrinsic mutual informationI [ext]. For the de-
coding trajectory similar histograms are measured for every extrinsic informationI [ext] in every iteration
of a simulation of the complete Turbo system.
In Fig. 2.7 the EXIT characteristicsT (C) of the component codes of the SCCC example in Fig. 2.6 are
depicted. As visible in Fig. 2.5(b), the inner component decoder accepts two types of input information,
channel related knowledgeI [channel] and refineda priori knowledgeI [apri] from the outer decoder. Thus,
the EXIT characteristicT (Cin) : I

[apri]
in 7→ I [ext]

in depends on the channel quality, too. On the other hand ,
the outer component decoder only accepts refineda priori knowledgeI [apri] from the inner decoder. Thus,
the EXIT characteristicT (Cout) : I

[apri]
out 7→ I [ext]

out does not depend on the channel quality. Furthermore,
the EXIT characteristicsT (C) depend of course also on the channel codeC itself. In Fig. 2.7 it can be
observed that the EXIT characteristicT (Cin) for G

Cin
RNSC = {2/3}8 matches very well to the swapped

EXIT characteristicT (Cout) of the outer code and a small decoding tunnel is open atEb/N0 = 1.1 dB.
In an EXIT chart the EXIT characteristics of the two Turbo components are plotted together in one
diagram. However, since the extrinsic output of one component is the a priori input of the other one, the
EXIT characteristic of one component is plotted with swapped axes. These EXIT characteristics form a
kind of bound. Additionally, the EXIT chart contains the decoding trajectory. This is a step curve which
depicts the generated extrinsic information by each component in each iteration. In Fig. 2.7 an upward
step of the trajectory corresponds to the additional available extrinsic information generated by the inner
decoderCin. An advancement to the right denotes the same for the outer decoderCout. The aim is that
this decoding trajectory reaches the upper right corner of the EXIT chart because with perfect mutual
information error free decoding is possible.
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For more details on EXIT charts and their application to the different iterative transmission schemes,
we refer to the literature [AKtB04], [TtBH02], [tB01a], [tB01b], [tB00a], [tB99], [tB00b], [SVAC07],
[AV05], [ABCV05], [SCV07].
The original EXIT chart papers mainly considered recursiveconvolutional codes. However, feed forward
convolutional codes have been used in a variety of existing communication systems, e.g., GSM and
UMTS. However, due to their suboptimal performance when used in iterative decoders [BDMP98a], not
much analysis has been performed for Turbo-like systems employing feed forward convolutional codes
as inner channel codes. However, it can be beneficial to perform iterative decoding also in existing
systems. For instance, the application of iterative source-channel decoding might be advantageous in
speech transmission systems like GSM and UMTS [PKH01], [AV05], [GS04]. To analyze such systems,
EXIT charts can be a powerful tool.
In Appendix A we analyze the EXIT charts of feed forward convolutional codes, especially the prop-
erty that no perfect extrinsic information can be generatedeven if perfecta priori knowledge is avail-
able [SVAC07]. The mutual information of the extrinsic output is upper bounded, depending on the code
and the channel quality. First, we give an easy explanation of this behavior using the Trellis diagram of
the convolutional code and secondly, we show by analytical means that the maximum attainable mutual
information only depends on the channel quality and the Hamming weight of the impulse response of
the code. We also give an expression to calculate this mutualinformation.
An interesting property of the EXIT charts concerns the areasA under the EXIT characteristics. The area
Ain under the EXIT characteristicTin of the inner component consists of the light and the dark shaded
region. As the EXIT characteristicTout of the outer component is plotted with swapped axes, the dark
shaded area1 −Aout is relevant. A necessary (but not sufficient) condition for successful decoding, i.e.,
an open decoding tunnel in the EXIT chart, is [AKtB02], [AKtB04]

Ain > 1 −Aout or Ain − (1 −Aout) > 0 . (2.6)

This relation provides a quick assessment if successful decoding may be possible.

2.5 Interleaver Design

A key design element regarding the performance of a Turbo process is the type and the size of the
interleaver(s) [BDMP98b], [DDP98b], [DDP98a], [BM02]. Often very large random interleavers are
considered for demonstration, e.g.,V = 65536 bit in [BG96].
In Fig. 2.8 the performance of random interleavers and blockinterleavers is compared for different block
sizes using the PCCC of Section 2.3.1. As random interleavers we use S-random interleavers [DP95b],
[DP95a], [VY00], which give a random permutation with the additional constraint that the distances
between all interleaved positions ofS1 adjacent bits are at leastS2. Often, the parametersS1 andS2 are
chosen such thatS1 = S2 = S. Such interleavers can be generated with low computationalcomplexity

if S <
√

V
2 . Technically, an interleaver realizes a permutationπ(i), on the interval[0, V ) ⊂ N, with π

being the bijective function

π : [0;V ) → [0;V )

i 7→ π(i) .

An interleaver is an S-random interleaver withS = S1 = S2 if for any two indicesi andj such that

0 < |i − j| ≤ S , (2.7)

the S-random design imposes that
|π(i) − π(j)| > S . (2.8)
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The conditions (2.7) and (2.8) are called theS-conditions for interleavers.
As shown in Fig. 2.8 the simulation results degrade for a decreasing interleaver size and block interleavers
yield an unacceptable higher error floor. The degradation when block interleaving is used is caused by
the disadvantageous spreading (or collection) of the extrinsic information by the interleaver.
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Chapter 3

Iterative Source-Channel Decoding

In the first section of this chapter, the basics ofSoft Decision Source Decoding(SDSD) andIterative
Source-Channel Decoding(ISCD) are briefly presented.
In order to describe the algorithms in this chapter, we do notuse the FlexCode source coder model which
will be introduced in Sec. 5.1 but a rather simplified model. Asource generates samplesu which are
grouped into a vectoru and then quantized tōu by theQ-level quantizer with representation levelsū(i),
i = 1, . . . , Q. In the case that scalar quantization is utilized, the parameter vectoru and the quantized
representation̄u only contain a single element. After quantization, the index assignment maps a bit
patternx = (x1, x2, . . . , xM ) of lengthM to the quantized vector̄u. UsuallyM is chosen such that
M = ⌈log2(Q)⌉ (with ⌈ν⌉ denoting the smallest integer number larger thanν). As a distinct bit pattern
exists for each quantizer level, a total number ofQ distinct bit patternsx(i) with i = 1, . . . , Q exist. The
bit patternx may then be subject to channel coding or storage/transmission.
The simple transmission system used to explain Soft Decision Source Decoding (SDSD) is depicted in
Fig. 3.1. Instead of considering a specific channel encoder and channel, an equivalent channel which
models the behavior of channel encoder, transmission, and channel decoder is utilized. The equivalent
channel delivers the transmitted bit sequencex̃ as well as reliability information about the different bits
of the sequence or average reliability information about the whole sequence.

3.1 Soft Decision Source Decoding (SDSD)

A robust algorithm for parameter decoding is the so-calledSoft Decision Source Decoding(SDSD)
[FV01], [VM06] which performs an estimation of the receivedparameters (e.g. the residual signal
radius) using soft information, i.e., reliabilities/probabilities of the received values. SDSD uses the
knowledge of the channel quality and of the residual redundancy remaining in the signal after source

Q
Index

Assignment Channel
u ū x x̃

Reliability inform.

A posteriori
Probabilities Estimator

û

P (ū(i)|x̃, . . .)

A Priori Knowledge

Figure 3.1: Abstract transmission model for Soft Decision Source Decoding
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coding to compute a better reconstruction of the original parameter. In order to perform the estimation,
the receiver needs reliability information on the receivedbit patterns. This reliability information is
delivered by the equivalent channel; in the case that channel coding is utilized, the reliability information
may be obtained, e.g., using a soft-in/soft-out (SISO) channel decoder, or even a hard-in/soft-out (HISO)
channel decoder (see Sec. 4.1.1).
For each of theQ possible bit patternsx(i), the receiver first calculates the probabilities

P (x̃|x(i)) =
M
∏

κ=1

P (x̃κ|x(i)
κ ) , i = 1, . . . , Q . (3.1)

If L-values [HOP96] are used to represent the reliability information, the probabilitiesP (x̃κ|x(i)
κ ) are

determined as [HOP96], [VM06]

P (x̃κ|x(i)
κ = ±1) =

1

1 + exp
(

∓L
(

x
(i)
κ

)) .

The probabilitiesP (x̃|x) could already be used to estimate the transmitted bit pattern x̂ and thus get
an estimate of the reconstructed parameterû. This approach is denoted in SDSD-NAK (NoA priori
Knowledge) in [Fin98], [FV01]. However, usually the parameters which have to be transmitted exhibit
different amounts ofa priori knowledge, which can be for instance an unequal probabilityof occurrence
and correlations in time. In the following, both types ofa priori knowledge that can be exploited by the
SDSD will be presented.
The remaining residual redundancy in the parameters can modelled as a Markov process. A Markov
process of orderN is defined by

P (xτ |xτ−1, . . . ,xτ−N ,xτ−N−1, . . .) = P (xτ |xτ−1, . . . ,xτ−N ). (3.2)

For complexity reasons, the SDSD algorithm only considersa priori knowledge of order 0 and of order 1.
Those are given by

P (xτ |xτ−1, . . .) = P (xτ ) (AK0)
P (xτ |xτ−1, . . .) = P (xτ |xτ−1) (AK1) .

(3.3)

and denoted as AK0 (a priori knowledge of 0th order) and AK1 (a priori knowledge of 1st order) accord-
ing to [Fin98]. Under the condition that the transitions from xτ−1 to xτ describe a stationary process,
thea priori probabilities can be either measured using large training database or determined analytically.
The analytical determination ofa priori knowledge will be used within the FlexCode project.
Using the probabilities of the received bit patterns calculated in (3.1) as well as thea priori knowledge
of the source parameters,a posterioriprobabilities can be calculated. For delay reasons, the algorithm
only relies on the past transmitted parameters. If only the unequal distribution of parameters is exploited
by the source decoder, the approach to determine thea posterioriprobabilities is denoted as AK0 and
thea posterioriprobabilities are given by

P (x(i)|x̃) =
1

C
P (x̃|x(i)) · P (x(i)) (AK0) . (3.4)

If temporal dependencies shall be utilized by the SDSD, thea posterioriprobabilities can be calculated
using the following recursion

P (x(i)
τ |x̃τ , x̃τ−1) =

1

C
· P (x̃τ |x(i)

τ ) ·
Q
∑

j=1

P (x(i)
τ |x(j)

τ−1)P (x
(j)
τ−1|x̃τ−1, x̃τ−2) (AK1) . (3.5)
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For time instantτ = 0, the previousa posterioriprobabilities needed in the recursion are initialized by
the probability mass function of the parameter distribution:

P (x
(j)
τ−1|x̃τ−1, x̃τ−2)

∣

∣

∣

τ=0
= P (x

(j)
−1|x̃−1, x̃−2) = P (x(j)) . (3.6)

Using thea posterioriprobabilities from (3.4) or (3.5), the parameters can be estimated using MMSE or
MAP estimation [Fin98]. In the FlexCode channel coder, onlyMAP estimation of the parameters is con-
sidered. In the case of the AK1 algorithm, the MAP estimator which estimates the optimal reconstructed
parameter vector̂u can be described as

ûτ = ū(ν) with ν = arg max
i

P (x(i)
τ |x̃τ , x̃τ−1) . (3.7)

If the AK0 algorithm is used, the termP (x
(i)
τ |x̃τ , x̃τ−1) in (3.7) has to be replaced byP (x(i)|x̃)

from (3.4).
The quality of the soft decision source decoding process canbe further enhanced by utilizing parameter
individual block codes resulting in redundant index assignments [Gör98], [FHV99], [CAV06]. Usually
M bits are used to represent theQ = 2M quantizer reproduction levels. However, alsoM∗ > M bits
can be used to represent theQ = 2M levels. In this case the index assignment is considered to be
redundant and it represents in fact a (possibly non-linear)code. This redundant index assignment can be
represented for instance using a(M∗,M) block code with generator matrixG. This block code is used
to encode the bit patternx into a bit patterny with

y = x · G . (3.8)

The only change in the source decoder is the evaluation of (3.1), where the product has to be performed
for all M∗ bits of the bit pattern.

3.2 Extension of SDSD towards Iterative Source-Channel Decoding
(ISCD)

With the discovery of Turbo codes, channel coding close to the Shannon limit became possible with
moderate computational complexity. In the past years, the Turbo principle of exchangingextrinsicinfor-
mation between separate channel decoders has also been adapted to other receiver components.
To exploit the residual redundancy in source coded parameters such as scale factors or predictor coeffi-
cients for speech, audio, and video signals in a Turbo process, iterative source-channel decoding(ISCD)
has been presented in [AVS01, Gor01] as a means to further improve the quality ofsoft decision source
decoding(SDSD).
In order to utilize the soft decision source decoder in an iterative Turbo-like decoding process, extrinsic
information for the bitsxκ of the bit sequencex has to be generated. Instead of giving the complete
derivation of the equations, only the results are presented. The complete derivation can be found, e.g., in
[AV05], [Gor01], [AVS01]. In order to state the equations,x[ext]

κ is defined as the bit patternx without
the considered bitxκ, i.e.,

x[ext]
κ = x\κ = (x1, . . . , xκ−1, xκ+1, . . . , xM ) . (3.9)

If a priori knowledge of order 0 (AK0) is utilized, the equations for determining the extrinsic information
can be given by a weighted sum over all possible permutationsof x[ext]

κ .

P [ext](xκ = ±1) =

2M−1
∑

j=1

P
(

x[ext](j)
κ , xκ = ±1

)

· P
(

x̃|x[ext](j)
κ

)

. (3.10)
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Figure 3.2: Model of an ISCD system

Frequently,L-values are utilized in iterative receiver schemes, due to better numerical properties. If
L-values shall be used at the input and at the output of the SDSD, the extrinsic information is given by

L[ext]
SDSD(xκ) = ln

2M−1
∑

j=1
P
(

x
[ext](j)
κ , xκ = +1

)

· θ(x
[ext](j)
κ )

2M−1
∑

j=1
P
(

x
[ext](j)
κ , xκ = −1

)

· θ(x
[ext](j)
κ )

(3.11)

with

θ(x[ext]
κ ) = exp

(

M−1
∑

ℓ=1

x[ext]
κ,ℓ

2
· L[input](x[ext]

κ,ℓ )

)

. (3.12)

In (3.12),x[ext]
κ,ℓ denotes the bit at positionℓ in x[ext]

κ . Note that if parameter individual block codes of rate
M/M∗ are used,M has to be replaced byM∗ in the summations in (3.10), (3.11), and (3.12). Iterative
source-channel decoding witha priori knowledge of order 0 (AK0) is used for most parameters in the
FlexCode baseline channel coder as most of the parameters only feature very little correlation over time.
For the equations for determining the extrinsic information by consideringa priori knowledge of order
1 (AK1), we refer the reader to the literature [AV05], [AVS01], [Gor01].
Figure 3.2 depicts a model of a transmission system deploying iterative source-channel decoding at the
receiver. The basic concept corresponds to the one depictedin Fig. 3.1. Continuous source samplesu
are quantized, and after quantization a bit patternx is assigned to each sample. In this system, several
bit patterns are grouped to a frame of patternsx which are then interleaved by the permutationπ to x′.
After channel encoding and transmission over a channel, thereceiver performs iterative source-channel
decoding: channel decoder and source decoder iteratively exchange extrinsic information and after a
certain number of iterations, the parameters can be estimated using the estimation rule (3.7).
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Chapter 4

Iterative Source-Channel Decoding
Advancements

The FlexCode baseline channel coder is based on the concept of iterative source-channel decoding
(ISCD), as described in Chapter 5. In order to adapt the ISCD approach to FlexCode, several changes
and optimizations had to be made to the ISCD in order to get a joint source-channel approach suitable to
work with the FlexCode source coder. In this chapter, several of these optimizations are presented.
In Section 4.1, the concept of irregular index assignments as well as the application to a hard-output
AWGN channel, which can be used for instance to model a packettransmission with bit errors in the
packet, are presented. Furthermore, the proposed scheme permits a simple error detection on index
basis (error detection is performed independently for eachsample) leading to a stopping criterion for the
iterative receiver. Such a stopping criterion is indispensable in, e.g., mobile terminals as it considerably
reduces the power consumption. In Section 4.2, the concept of soft decision source decoding (SDSD) is
extended towards multiple description codes and first stepsto apply ISCD to multiple descriptions are
indicated.

4.1 Irregular Index Assignments and the Hard-Output AWGN Channel

Most previous publications on ISCD have been focusing on theAWGN channel with perfect soft infor-
mation available at the receiver. However, in some transmission scenarios it might not be possible to
transfer soft information from the physical layer to an upper layer where source-channel decoding may
take place. For this reason, we consider a transmission overan AWGN channel with binary quantization
of the received values. This channel can be considered as abinary symmetric channel(BSC).
However, as the application of known ISCD approaches did notlead to near-optimum decoding, an
advancement using irregular index assignments (bit mappings) has been proposed. In this section we
present the concept of the irregular index assignments based on the concept of irregular codes. The
concept of irregular codes is used as (redundant) index assignment, i.e., the assignment of bit pat-
terns to codebook indices, of a (scalar) quantizer. This extends the concept of redundant index assign-
ments [AVC05], [CAV06], [CVA06]. Additionally, the utilized design guidelines permit to implement a
very simple stopping criterion at the receiver, limiting the necessary amount of iterations performed in
the case of good channel conditions. Such a stopping criterion is extremely important in mobile appli-
cations where the reduction of the power consumption is one of the main optimization objectives. The
concept is applied to a hard-output channel, however, the proposed scheme is not restricted to this kind
of channel and can be applied to all kinds of channels. It has also been investigated what can be done if
no channel state information (CSI) is available at the receiver. Often, no CSI, such as the instantaneous
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Figure 4.1: Baseband model of the utilized ISCD system (simplified notation, e.g.,u instead ofuκ,τ )

bit error rate or the channel signal-to-noise ratio, is available at the receiver. Without CSI, themaxi-
mum a posteriori(MAP) algorithm, often employed as channel decoder in ISCD systems, is not able
to successfully decode, even in good channel conditions. Byapplying several measures to compensate
for the unknown CSI, we show that a performance can be achieved which is comparable to that of the
corresponding system with full CSI. Most of this Section hasbeen published in [SVCS08].

4.1.1 System Model

In what follows, we will give a brief review of the utilized abstract iterative source-channel decoding
(ISCD) utilized abstract transmission system. In Fig. 4.1 the baseband model of ISCD is depicted. At
time instantτ a source encoder generates a frameuτ = (u1,τ , . . . uKS ,τ ) of KS unquantized source codec
parametersuκ,τ , with κ ∈ {1, . . . ,KS} denoting the position in the frame. The single elementsuκ,τ of
uτ are assumed to be statistically independent. Each valueuκ,τ is individually mapped to a quantizer

reproduction level̄uκ,τ , with ūκ,τ ∈ Uκ = {ū(0)
κ,τ , . . . , ū

(Qκ−1)
κ,τ }. The setU denotes the quantizer code-

book with a total number of|Uκ| = Qκ codebook entries. The number of quantizer levels is assumedto
beQκ = 2Mκ . A unique bit patternxκ,τ of M∗

κ bits (withM∗
κ > Mκ) is assigned to each quantizer level

ūκ,τ selected at time instantτ according to the index assignment

Γκ : Uκ → F
M∗

κ

2

ūκ,τ 7→ xκ,τ

with F2 = {0, 1}. In the following, we assume that all codec parameters are quantized using the same
codebook, i.e.,Uκ = U andMκ = M,∀κ ∈ {1, . . . ,KS}. Although the number of quantization levels is
assumed to be identical for all parameters, the index assignment can differ from parameter to parameter.
For notational convenience we omit the time indexτ in the following.
The single bits of a bit patternxκ are indicated byx(m)

κ , m ∈ {1, . . . ,M∗
κ}. If M∗

κ > M = Mκ, the
index assignmentΓκ introduces redundancy and can then be considered to be the composite function
Γκ = ζκ ◦ Γ̆NB (i.e.,Γκ(ū) = (ζκ ◦ Γ̆NB)(ū) = ζκ(Γ̆NB(ū))) with

Γ̆NB : U → F
M
2 and ζκ : F

M
2 → F

M∗

κ
2

ū 7→ x̆ x̆ 7→ xκ .
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The functionΓ̆NB performs anatural binary index assignment, i.e., the binary representation of the
codebook index of̄u is assigned tŏx. The functionζκ can be regarded as being a (potentially non-
linear) block code of raterIA

κ = M/M∗
κ . The concept of non-linear block codes employed as redundant

index assignments has been successfully utilized in, e.g.,[HV05], [CVA06]. In this Section however,
we only consider linear block codes and refer to Section 4.1.2 for a detailed description. After the index
assignment,KS bit patterns are grouped to a frame of bit patternsx = (x1, . . . ,xKS

) consisting of
∑KS

κ′=1 M∗
κ′ = KS · M̄∗ bits. The overall rate of the index assignment is thus

rIA =
KS · M
KS
∑

κ′=1

M∗
κ′

=
M

M̄∗ , (4.1)

with M̄∗ the average number of bits per parameter. The framex of bits is re-arranged by a bit interleaver
π in a deterministic, pseudo-random like manner. The interleaved frame withKS · M̄∗ bits is denoted as
x′.
For channel encoding of a framex′, we use a recursive convolutional code of constraint lengthJ +1 and
of raterC. In this Section, we restrict ourselves to raterC = 1 recursive, non-systematic convolutional
codes. The encoded frame is denoted byy. The bitsyk of y are indexed byk ∈ {1, . . . ,KS · M̄∗ + J}.
Prior to transmission over the channel, the encoded bitsyk are mapped to bipolar bits̈yk forming a se-
quencëy ∈ {±1}KS ·M̄∗+J . We only consider BPSK modulation in this Section in order todemonstrate
the concept, which can easily be extended to include higher order modulation schemes [CBAV05] or
channel equalization [SCV07]. Note that in Fig. 4.1 the baseband model is considered.

The Hard-Output Channel

On the channel, the modulation symbolsÿk (with symbol energyEs = 1) are subject to additive white
Gaussian noise (AWGN) with known power spectral densityσ2

n = N0/2. After transmission, a hard-
decision is performed on the received symbolszk, i.e., z̈k = sign{zk}. This implies that the channel can
be modelled as abinary symmetric channel(BSC) with bit error probability

Pb = P (z̈k 6= ÿk) =
1

2
erfc

(

√

Es

N0

)

, (4.2)

with erfc denoting the complementary error function.
The capacity of the Hard-Output, Binary-Input AWGN (HO-BIAWGN) channel can be determined using
the capacity of a BSC channel [CT06]

C[BSC] = h(Pb) = Pb log2 Pb + (1 − Pb) log2(1 − Pb) (4.3)

by replacingPb by the expression of (4.2). This leads to

C[HO-BIAWGN] =
1

2
(erfc(λ) log2 erfc(λ) + erfc(−λ) log2 erfc(−λ)) (4.4)

with

λ =

√

Es

N0
=
(

2σ2
n

)− 1
2 . (4.5)

The channel capacity of the AWGN channel with BPSK mapping (with soft output) is given by [Ung82]

C[BIAWGN] = 1 − 1

2

1
∑

j=0

E

{

log2

1
∑

i=0

exp

(

−|ÿj + n − ÿi|2 − |n|2
2σ2

n

)

}

(4.6)
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Figure 4.2: Channel capacities of the AWGN channel and the hard-output AWGN channel

with n Gaussian distributed noise samples with

n ∼ N
(

0,
1

2 Es
N0

)

= N
(

0, σ2
n

)

.

Both capacity curves (C[BSC] andC[BIAWGN] ) are depicted in Fig. 4.2. It can be seen that performing
a hard decision at the channel output causes a loss of approximately 2 dB at a channel coding rate of
1/2. This corresponds to the well-known result in channel coding, that exploiting soft-information at a
channel decoder leads to a gain of approximately2 dB [Hag94].

The Receiver

The received symbols̈zk ∈ {±1} are transformed toL-values [HOP96] prior to being evaluated in a
Turbo process which exchangesextrinsic reliabilities between channel decoder (CD) and soft decision
source decoder (SDSD). Ifchannel state information(CSI) is available at the receiver, theL-values of
the received symbols are obtained by [HOP96]

L(z̈k) = loge

(

1 − Pb

Pb

)

· z̈k =: Lc · z̈k (4.7)

and if no CSI (i.e.,Es
N0

or Pb) is available at the receiver, theL-values are given by

L(z̈k) = Ľc · z̈k , (4.8)

with Ľc being a receiver parameter. The adjustment ofĽc will be explained in Section 4.1.5. After
channel decoding, theL-values at the decoder output can optionally be scaled by a factor γ(i), wherei
denotes the iteration counter, i.e.,γ(i) is constant during one iteration.
The channel decoder used in this Section is based on the LogMAP algorithm [BCJR74], [HOP96] or on
the MaxLogMAP approximation [RVH95]. For the equations forcomputing theextrinsicprobabilities
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or their respectiveL-values of the SDSD, the reader is referred to the literature, e.g., [Gor01], [FV01],
[AV05]. Note that the redundancy of the index assignment, introduced by the functionζκ, is not explicitly
decoded at the receiver but implicitly used to calculate better estimates of the codebook indices given the
input L-values.

4.1.2 Irregular Index Assignments

It is known that the inner channel code of a capacity-achieving serially concatenated system should be
of rater ≥ 1 [AKtB04] and recursive [KHC06]. If this inner channel code is fixed, the outer code can be
matched quite well to the inner code using the principles of irregular codes [Tüc04], [TH02]. Irregular
codes allow a simple optimization of the outer component by making use of EXIT charts [tB01a].
For a given channel code, the goal is to find a perfectly matching outer component (source code in our
case) to the given rate-1 channel code. This task can be solved for example by the concept of irregular
codes [TH02], [Tüc04]. Irregular codes, originally proposed for convolutional codes, use several com-
ponent codes of different rates in one block (e.g., by changing the puncturing rule) to obtain an overall
rate-rOuter outer code. As the EXIT characteristic of the resulting codecorresponds to the weighted sum
of the component codes’ characteristics (where the weightscorrespond to the fractions of code bits being
encoded by the respective component code), an optimizationalgorithm can be formulated [TH02]. This
algorithm allows to optimize the weights in order to get an (almost) perfectly matching characteristic.
We extend the concept of irregular codes to the index assignment in order to obtainirregular index
assignments(IIA). As stated in Section 4.1.1, the index assignment for the parameteruκ comprises a
block codeζκ of raterIA

κ = M/M∗
κ . Instead of using the same amount of bit redundancyM∗

κ = M̄∗ for
each parameter in order to achieve an overall rateM/M̄∗ outer encoding, we use the concept of irregular
codes and varyM∗

κ for each parameter. This allows us to use the optimization algorithm in [TH02]
to optimize the index assignments and to get an SDSD EXIT characteristic which matches the channel
decoder characteristic considerably well.
In the following, we present a simple design guideline in order to generate redundant index assignments
with ratesrIA

κ = M/M∗
κ , M∗

κ ∈ {M + 1, . . . ,M∗
max} needed for the optimization of the IIA. The guide-

line starts with an (almost) arbitrary generator matrixG = (gi,j)M×M∗

max
of sizedimG = M × M∗

max
and with elementsgi,j ∈ F2. A generator matrixGM∗ for a raterIA

κ = M/M∗
κ index assignment is then

obtained by

GM∗ = G ·
(

IM⋆

0

)

(4.9)

with IM∗ denoting theM∗ × M∗ identity matrix and0 the (M∗
max − M∗) × M∗ all-zero matrix. The

only conditions we fix forG are:

a) G is a generator matrix for a systematic linear block code, i.e., G can be written as

G =

(

IM P

)

. (4.10)

b) the block code generated byGM+1 has a minimum Hamming distancedHam(GM+1) ≥ 2.

The second condition is necessary for the EXIT characteristic to reach the(1, 1) point [CVA06] and is
accomplished ifGM+1 realizes a parity check code, i.e.,GM+1 = (IM 1).
We illustrate the generation of irregular index assignments by means of an example.KS = 250 source
parameters modelled byKS independent1st order Gauss-Markov processes with auto-correlation
ρ = 0.9 are quantized using aQ = |U| = 16 level Lloyd-Max codebook, i.e.,Mκ = M = 4. Further-
more, we assume that the overall coding rate of the index assignment shall be of raterIA = 1

2 , which
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gives an average number of̄M∗ = 8 bits per source parameter. The channel code is a memoryJ = 3,

rate-1 recursive convolutional code with generator polynomialsGCC(D) =
(

1
1+D+D2+D3

)

8
. An

exemplary generator matrixG for M = 4 andM∗
max = 15, fulfilling conditions a) and b) and generating

redundant index assignments with rates4/5, 4/6, . . . , 4/15 could be

G =









1 0 0 0 1 1 1 1 0 1 1 1 0 0 0
0 1 0 0 1 1 1 0 1 0 0 1 1 1 0
0 0 1 0 1 1 0 1 1 0 1 0 1 0 1
0 0 0 1 1 0 1 1 1 1 0 0 0 1 1









. (4.11)

The index assignments generated by using the generator matrix of (4.11) with (4.9) for realizing the
Block Codeζκ are denoted by BCQM∗. They are summarized in Table 4.1 in octal notation with the
left-most non-zero bit corresponding tox(1).
Example: The block code index assignment BC16

6 is given by BC166 = {x|x = Γ(ū), ū =
ū(0), . . . , ū(Q−1)} = {0, 6, 13, 15, 23, 25, 30, 36, 43, 45, 50, 56, 60, 66, 73, 75} in octal represen-
tation with the least significant bit corresponding tox(M∗). For instance, to the quantizer reproduction
level ū(5), the natural binary representationx̆ = (0101)2 is assigned, leading to

x = x̆ · G6 = (0101)









1 0 0 0 1 1
0 1 0 0 1 1
0 0 1 0 1 1
0 0 0 1 1 0









=(010101)2 =(25)8.

For an overall rate-12 transmission with the given parameters, it can be observed that a minimum channel
quality of Es/N0 ≈ −2.83 dB is necessary to reach a reconstruction SNR of the decoded parameters of
≈ 20 dB. This channel quality is obtained by calculating theoptimum performance theoretically attain-
able (OPTA) [CSVA06], using the capacity of the Hard-Output, Binary-Input AWGN (HO-BIAWGN)
channel derived in Section 4.1.1. See Fig. 4.4 for an illustration of the OPTA limit in this case. We
perform the optimization, however, using a slightly higherchannel quality ofEs/N0 = −2.6 dB.
The EXIT characteristics of the channel decoderT CD and the characteristics of the different index as-
signments are illustrated in Fig. 4.3. It can be seen that thetrajectory of the index assignment BC16

8 ,
meeting the rate requirements, has an intersection with thechannel decoder characteristic, resulting in
a decoder failure. The optimization of the irregular index assignment leads to the characteristicT Irr,
matching considerably well the channel decoder characteristic with an open decoding tunnel.
The results of the optimization are summarized in Table 4.2.The optimization determines the weights
αℓ. The outcome of the algorithm is that not all index assignments have to be used in order to generate a
good matching irregular index assignment but only five of them. Theαℓ are the weighting factors of the
EXIT characteristics and they also determine the fraction of bits to be assigned to each index assignment.
From these fractionsαℓKSM̄∗ the correspondingKS,ℓ (number of source parameters assigned to each
index assignment) can be calculated by

KS,ℓ = rnd

[

αℓKSM̄∗ rIA
ℓ

M

]

= rnd

[

αℓKS
rIA
ℓ

rIA

]

, (4.12)

with rnd being an appropriate rounding operation such that
∑

∀i KS,ℓ = KS . Note that the concept
of irregular index assignments introduces no noteworthy additional computational complexity at the
receiver, which mainly depends on the number of quantization levels per parameter (which has been
fixed toQ = 2M in this contribution).
The decoding trajectory using the IIA system is also depicted in Fig. 4.3. It can be seen that during the
first iterations, the trajectory overshoots the source decoder characteristic. This behavior has been ana-
lyzed and described in [ACBV06]. During the last iterations, the trajectory overshoots the characteristic
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Table 4.1: Index assignmentsΓ generated by the generator matrix given in (4.11)
Γ, (·)QM⋆ {x}8 =Γ(ū), ū ∈

{

ū(1), . . . , ū(Q)
}

BC16
5 0,3,5,6,11,12,14,17,21,22,24,27,30,33,35,36

BC16
6 0,6,13,15,23,25,30,36,43,45,50,56,60,66,73,75

BC16
7 0,15,26,33,47,52,61,74,107,112,121,134,140,155

166,173
BC16

8 0,33,55,66,116,125,143,170,217,224,242,271,301
332,354,367

BC16
9 0,67,133,154,235,252,306,361,436,451,505,562,603

664,730,757
BC16

10 0,157,266,331,472,525,614,743,1075,1122,1213
1344,1407,1550,1661,1736

BC16
11 0,336,555,663,1164,1252,1431,1707,2173,2245,2426

2710,3017,3321,3542,3674
BC16

12 0,674,1332,1546,2351,2525,3063,3617,4367,4513
5055,5621,6036,6642,7304,7570

BC16
13 0,1570,2665,3315,4723,5253,6146,7436,10756

11226,12133,13443,14075,15505,16610,17360
BC16

14 0,3361,5552,6633,11647,12526,14315,17074,21734
22455,24266,27107,30173,33212,35421,36740

BC16
15 0,6743,13325,15466,23516,25255,30633,36170

43670,4513,50555,56216,60366,66425,73043,75700

of the channel decoder. This behavior has already been observed in [TH02] and is due to the relatively
small bit interleaver of size2000 bits.

4.1.3 Stopping Criterion

The generation of the (irregular) index assignments using agenerator matrix as presented in Section 4.1.2
enables the receiver to apply a simple yet effective stopping criterion. In good channel conditions, it is
generally not necessary to perform more than only a few iterations. We use a well-known concept from
low-density parity-check(LDPC) decoding [Gal63], [CF02] and evaluate the parity check equations of
the index assignment after each iteration. If all equationsare fulfilled, the iterative process can be aborted.
If the generator matrixG is systematic according to (4.10), the parity check matrixHM∗ for the index
assignment generated byGM∗ can easily be determined by

HM∗ =







P ·
(

IM∗−M

0

)

IM∗−M







T

(4.13)

with 0 denoting the(M∗
max− M∗) × (M∗ − M) all-zero matrix.

Hence, a total number ofM∗
κ − M parity check equations can be evaluated for each parameteruκ. The

parity checks are performed based on the hard decisions of the extrinsicL-valuesL[ext]
SDSD(x) at the output

of the source decoder. If all parity checks of all parametersin one blocku are fulfilled, the iterations can
be stopped and the parametersûκ can be estimated, e.g., using an MMSE estimator [FV01].
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Figure 4.3: EXIT chart analysis of the irregular index assignments atEs/N0 = −2.6 dB (Eu/N0 =
6.43 dB)

4.1.4 Suboptimal Decoding Without Channel State Information

In certain circumstances, no channel state information is available at the receiver. Then, MAP (or
LogMAP) decoding fails and the suboptimal MaxLogMAP algorithm becomes an alternative [RVH95].
However, the application of the suboptimal MaxLogMAP algorithm in the ISCD framework leads to per-
formance losses of≈ 0.7 dB. The reason for these losses is that the MaxLogMAP decoderoverestimates
the extrinsic information at its output. A simple yet effective remedy against this overestimation is the
“normalized MaxLogMAP” algorithm described for instance in [CF02]. After iterationi, the extrinsic
output of the MaxLogMAP decoder is multiplied by an (iteration dependent) constantγ(i) as indicated
in Fig. 4.1. The additional computational complexity introduced by this multiplication is negligible com-
pared to the overall complexity of the MaxLogMAP decoder andthe SDSD. Theγ(i) are determined
once in advance by measurements as described in [CF02]: At a channel quality where the performance
of LogMAP and MaxLogMAP decoding differ the most, the factorγ(i) is obtained using

γ(i) =
E
{

L[ext]
CD,LogMAP

}

E
{

L[ext]
CD,MaxLogMAP

} (4.14)

whereE{·} denotes expectation. We only evaluate (4.14) for the cases where sign
{

L[ext]
CD,LogMAP

}

=

sign
{

L[ext]
CD,MaxLogMAP

}

and
∣

∣

∣L
[ext]
CD,LogMAP

∣

∣

∣ <
∣

∣

∣L
[ext]
CD,MaxLogMAP

∣

∣

∣. In a first step, the factorγ(1) is obtained.

Using this factor, the measurement can then be carried out for 2 iterations to obtainγ(2) etc. For details,
we refer the reader to [CF02].
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Table 4.2: Result of the irregular index assignment example

RaterIA
ℓ Γℓ αℓ αℓKSM̄∗ KS,ℓ

4/15 BC16
15 0.255 510 K

(4/15)
S = 34

4/14 BC16
14 0.161 322 K

(4/14)
S = 23

4/7 BC16
7 0.189 378 K

(4/7)
S = 54

4/6 BC16
6 0.285 570 K

(4/6)
S = 95

4/5 BC16
5 0.110 220 K

(4/5)
S = 44

rIA = 1
2

∑

= 1
∑

= KSM̄∗ ∑

= KS

= 2000 = 250

4.1.5 Simulation Example

The capabilities of the proposed ISCD system with irregularindex assignments scheme are demonstrated
by a simulation example. Theparameter signal-to-noise ratio(SNR) between the originally generated
parametersu and the reconstructed estimated parametersû is used for quality evaluation. The parameter
SNR is plotted for different values ofEu/N0, with Eu denoting the energy per source parameteruκ

(Eu = M̄∗ · Es). Additionally, the bit error probabilityPb of the equivalent BSC channel is given on top
of Fig. 4.4. Instead of using any specific speech, audio, or video encoder, we use the system setup already
introduced in Section 4.1.2 withKS = 250 statistically independent source parametersu modelled by
KS independent1st order Gauss-Markov processes with auto-correlationρ = 0.9. These auto-correlation
values can be observed in typical speech and audio codecs, e.g., [Tho07b] for the scale factors in CELP
codecs or MP3.

The simulation results are depicted in Fig. 4.4. A system with a non-redundant, natural binary index
assignment, a rate1/2 convolutional code with memoryJ = 3, hard-decision Viterbi decoding and
source decoding by table lookup serves as a reference.

While the system utilizing the regular index assignment BC16
8 achieves considerable gains compared to

the reference, additional gains of≈ 0.5 dB can be obtained by using the irregular index assignment from
Section 4.1.2. If thesphere packing bound(SPB) is used to approximate the behavior for transmissions
with a finite block length, the proposed system can reach the OPTA-SPB limit [CSVA06].

The number of utilized iterations is depicted in the lower part of Fig. 4.4. The maximum number of itera-
tions for the system utilizing a regular index assignment isfixed to20 (as the EXIT chart and simulations
show that only up to20 iterations are beneficial) while the system using the irregular index assignment
is allowed to exploit up to60 iterations due to the narrow decoding tunnel (see EXIT chartin Fig. 4.3).
The number of utilized iterations rapidly decreases in the waterfall region, however, the system utilizing
irregular index assignments(IIA) needs more iterations in the whole range of channel conditions.

Figure 4.5 depicts the evaluation of the inverse normalization factors1/γ(i) for the20 first iterations in
both systems. The factors have been determined for the channel qualityEu/N0 = 7.3 dB in the case of
the regular index assignment BC16

8 and forEu/N0 = 6.9 dB in the case of the irregular index assignment
given in Section 4.1.2. Instead of converging toγ(i) = 1 for largei as in [CF02], theγ(i) converge to
a value of about0.65, i.e., the extrinsic information is continuously overestimated by the MaxLogMAP
decoder.

If no CSI is available, the correction factoršLc in (4.8) are determined by using the channel qualities
which have been utilized to determine the normalization factors γ(i) (as described above and in Sec-
tion 4.1.4). First the bit error probability of the channel quality is determined using (4.2), then the
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correction factořLc can be determined using

Ľc = loge

(

1 − Pb

Pb

)

. (4.15)

Therefore, we geťLc = 2.13 for the system utilizing the regular index assignment BC16
8 andĽc = 2.02

for the system employing the irregular index assignment. The number of iterations needed if no CSI is
available is generally higher than for the system without CSI, especially in the case of the irregular index
assignment, as can be seen in Fig. 4.4. This could be explained by the fact that the single iterations only
achieve little improvement in terms of mutual information and thus many iterations are needed to iterate
through the decoding tunnel.
In this Section, the concept ofirregular index assignments(IIA) has been presented. Starting with a low-
rate systematic generator matrix, the irregular index assignments are generated by multiplying the natural
binary representation of the quantizer codebook indices with the firstM∗ rows of the generator matrix.
Using the EXIT chart optimization algorithm known from the technique of irregular codes [TH02], the
iterative source-channel decoding(ISCD) system can be optimized to yield near optimum performance.
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The generation of irregular index assignments using generator matrices yields a simple stopping criterion
evaluated at the receiver. The iterative decoder can compute the parity check equations of the different
parameters and if all parity check equations are fulfilled, decoding can be stopped. Furthermore, we
have shown that in cases where no channel state information is available at the receiver, almost the same
performance can be obtained if appropriate measures are taken, at the cost of an increased number of
iterations, however.

4.2 Extension towards Multiple Description Coding

In order to ensure maximum flexibility, the FlexCode quantizer might utilize multiple description coding
[Goy01], [Vai93]. Multiple description can either be used for error concealment or for a more general
kind of hierarchical coding: it is possible to reconstruct the signal if parts of the signal (descriptions)
are missing. Missing packets can have two reasons: either due to channel noise only parts of the signal
are available at the receiver (as they have been rejected by the error detection mechanism) or due to
bottlenecks in the network, parts of the packets have been rejected.

4.2.1 Soft Decision Source Decoding for Multiple Description Coding

Figure 4.6 depicts a transmission system for a multiple description transmission over two channels. The
channels are in this case AWGN channel with packet erasures which means that the receiver can reject a
complete packet, e.g., because of a receive power level below a certain threshold. The transmitter consists
of (scalar) quantizer, followed by a multiple description (MD) indexing1 [Vai93]. The MD indexing
generates two indicesi[1] andi[2] which are both mapped to bit patterns, channel encoded independently
and transmitted over the two independent channels. The utilized MD indexing is given in Tab. 4.3. The
central codebook has a total number ofQ = 21 entries which are encoded to two descriptions with8
possible indices each. The MD indexing realizes a one-to-one mappingi 7→ (i[1], i[2]) with i denoting

1The multiple description indexing is frequently called multiple description index assignment in the literature (e.g., [Vai93]).
However, in order to avoid confusion with the bit mapping, which is also called index assignment in this report, the term
“indexing” has been chosen
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Table 4.3: Multiple description indexing utilized for the simulationresults in Fig. 4.7
i[1]

0 1 2 3 4 5 6 7

0 0
1 1 2 5
2 3 4 6
3 8 8 10

i[2] 4 9 11 12
5 13 14 16
6 15 17 18
7 19 20

indices of the central codebook entries. To each of the indices i[j], j ∈ {1, 2}, a bit pattern of 3 bit is
assigned. At the receiver, if a description is available (and has not been marked lost), the channel code is
decoded by a MAP decoder [BCJR74] followed by soft decision source decoding. If both descriptions
are available, the statistics for the central codebook can be utilized. On the other hand, if only one
description is received, special optimized side have to be employed [Vai93]. In this case, the statistics of
the side codebooks have to be used.

Simulation results (parameter SNR over channel qualityEu/N0) for soft decision source decoding of
multiple descriptions are depicted in Fig. 4.6. Two cases have been considered: both descriptions are
received and only one description is received. The application of SDSD without consideringa priori
knowledge leads to a gain, as has been expected. If both descriptions are available, the gain increases to
approximately2 dB. The utilization ofa priori knowledge of order 0 (AK0, unequal distribution of the
source parameters) leads to a further gain. Even higher gains can be expected ifa priori knowledge of
first order is exploited.
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4.2.2 Iterative Source-Channel Decoding for Multiple Descriptions

The next step is the application of the concept of iterative source-channel decoding to multiple description
coding. Several work has already been performed in order to exploit the redundancy of the MD indexing
in an iterative Turbo-like algorithm [BHG02]. In this Section however, the residual redundancy included
in the source samples is exploited by the soft decision source decoder and used to calculate extrinsic
information (see Sec. 3.2).
Instead of applying ISCD directly to the multiple description system introduced in Sec. 4.2.1, a simplified
system is presented in order to show the principle of how ISCDcould be applied to a system utilizing

35



multiple descriptions. This simplified transmission system is depicted in Fig. 4.8. Starting with a Lloyd-

Max optimized quantizer codebookULM =
{

ū
(0)
LM , . . . , ū

(Q−1)
LM

}

, two sub-codebooksU1 and U2 are

determined by

U[1] =

{

ū
(j)
LM ∈ ULM | j = 2 · ℓ,∀ℓ ∈

{

0, 1, . . . ,

⌊

Q − 1

2

⌋}}

(4.16)

U[2] =

{

ū
(j)
LM ∈ ULM | j = 2 · ℓ + 1,∀ℓ ∈

{

0, 1, . . . ,

⌊

Q

2

⌋

− 1

}}

(4.17)

The signal is quantized using both codebooksU[1] andU[2] and to each of the resulting indicesi[1] and
i[2] a bit patternx[j], j ∈ {1, 2} is assigned. As an example, the source generates Gaussian distributed
samples with zero mean and unit variance. The codebookULM is the 16-level Lloyd-Max codebook
which means that both codebooksU[1] andU[2] contain 8 entries each, leading to bit patternsx[j] of
sizeM[j] = 3. After separate channel encoding of the descriptions, eachdescription is transmitted over
an AWGN channel with frame erasure probabilityǫ. After separate channel decoding, a combined soft
decision source decoder is utilized to generate the extrinsic information. In the following, the concept
behind this combined source decoder will be presented.
Using both codebooksU[1] andU[2], a combined codebookUcomb can be determined by

Ucomb =
{

ū
(0)
comb, . . . , ū

(Q−2)
comb

}

=

{

1

2

(

ū
(0)
[1] + ū

(0)
[2]

)

,
1

2

(

ū
(1)
[1] + ū

(0)
[2]

)

,
1

2

(

ū
(1)
[1] + ū

(1)
[2]

)

, . . . ,
1

2

(

ū
(Q−1)
[1] + ū

(Q−1)
[2]

)

}

. (4.18)

The entries of the combined codebook correspond to the mean between two neighboring entries of the
scalar codebooksU[1] andU[2]. The total number of entries ofUcomb amounts toQ − 2, i.e., one entry
less than the Lloyd-Max codebook. This means that the reconstruction performance is sub-optimal if the
combined codebook is utilized. Using this combined codebook, a priori knowledge of order 0 (AK0) an
order 1 (AK1) can be determined by exploiting the source properties. To each of these combined code-
book entries, a combined bit pattern can be assigned by concatenating the bit patterns of the neighboring
entries. This results in the set of bit patternsXcomb with

Xcomb =
{

x
(0)
comb, . . . ,x

(Q−2)
comb

}

=
{(

x
(0)
[1] x

(0)
[2]

)

,
(

x
(1)
[1] x

(0)
[2]

)

,
(

x
(1)
[1] x

(1)
[2]

)

, . . . ,
(

x
(Q−1)
[1] x

(Q−1)
[2]

)}

, (4.19)

with
(

x
(0)
[1] x

(0)
[2]

)

denoting the concatenation ofx
(0)
[1] andx

(0)
[2] . In the above example, the combined bit

patterns are of lengthMcomb = 6 (concatenation of two 3-bit patterns). The combined index assignment
can be regarded as a redundant index assignment of ratelog2(Q−1)

Mcomb
with Mcomb = M[1] + M[2]. The soft

decision source decoder operates identically to the soft decision source decoder introduced in Sec. 3.2
and uses the combined codebook and the redundant index assignment given by concatenation of both
separate index assignments. If one description is missing,the corresponding bits of this index assignment
are marked as erasure, i.e., theL-value of those is set to zero at the input of the SDSD. Note that this
scheme does not feature the full multiple description functionality as the system in Sec. 4.2.1, which can
make use of fully custom multiple description indexing.
Figure 4.9 shows simulation results for the proposed system. The plot depicts the parameter SNR for two
AWGN channels with identical channel qualityEu/N0 and a packet erasure probabilityǫ ranging from 0
to 15%. The source generates Gaussian distributed samples with zero mean, unit variance and correlation
ρ = 0.9. The above described setup with an Lloyd-Max codebook consisting of Q = 16 entries is
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Figure 4.9: Simulation results for the proposed multiple description system with iterative source channel
decoding of Fig. 4.8
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Figure 4.10: Alternative multiple description scheme using the channelencoder to generate multiple
descriptions

utilized. The convolutional code is a rate-1/2 recursive systematic convolutional code of constraint length

J = 4 and generator polynomialsGCC(D) =
(

1, 1+D2+D3

1+D+D3

)

. A frame consists of 250 parameters. The

dark surface shows the parameter SNR performance if the receiver is replaced by a conventional hard
decision receiver using table lookup and the side codebooksU[1] andU[2] if one description is missing.
If both descriptions are missing, the receiver outputs the zero sequence. If the iterative receiver (using
10 iterations) is employed, large gains can be observed as expected.

An alternative system for performing ISCD with multiple descriptions is the transmission setup depicted
in Fig. 4.10. Instead of generating multiple descriptions immediately after quantization, a conventional
scalar (Lloyd-Max) quantizer is used and the channel encoder generates multiple descriptions. For in-
stance, both outputs of a rate-1/2 convolutional code can betreated as descriptions and can be transmitted
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Figure 4.11: Comparison of parameter SNR performance between both systems (“ISCD approach 1”
corresponds to the system depicted in Fig. 4.8 and “ISCD approach 2” to the system de-
picted in Fig. 4.10)

independently over the channels. These can also be interpreted as encoding the quantized bitstream twice
by a rate-1 convolutional code and transmitting the outputsof the rate-1 code. If an iterative receiver is
deployed, it is well known that rate-1 codes lead to a good system performance [AKtB04], [CVA06].
The receiver consists of a conventional ISCD receiver, as described in Sec. 3.2. If one of the descriptions
is lost, the input to the channel encoder is marked as erased,i.e., zeros ifL-values are used.
For a simulation example, a Gaussian source with zero mean and unit variance has been used. The uti-
lized quantizer is a16-level Lloyd-Max quantizer. The index assignment is a redundant index assignment
with a(6, 4)-block code. The utilized convolutional code is a rate-1/2 recursive non-systematic code with

generator polynomialsG(D) =
(

1
1+D+D2+D3 , 1

1+D+D2+D3

)

. Again, 250 parameters are grouped into

one frame. Figure 4.11 depicts simulation results of the proposed system (denoted “ISCD approach 2”).
The reference system is the first ISCD approach depicted in Fig. 4.8 (denoted “ISCD approach 1”). The
waterfall region of both systems occurs at approximately the same channel quality. However, in good
channel conditions (Eu/N0 > 8 dB), the proposed multiple description approach using the channel en-
coder to generate the descriptions shows significant gains in parameter SNR compared to the original
approach. This is due to the fact that no side codebooks are utilized. In the first approach, if one descrip-
tion is missing, a suboptimal reconstruction using a smaller codebook is performed. In the new approach,
the iterative receiver is still able to exploit the full codebook if only one description has been received.
Figure 4.12 shows the EXIT chart analysis of the proposed multiple description system at a channel
quality of Eu/N0 = 8.8 dB. The plot in Fig. 4.12(a) shows the case that both descriptions are available.
A wide decoding tunnel is open and after a few iterations convergence (and thus perfect decoding) is
reached. On the other hand, the plot in Fig. 4.12(b) shows theEXIT chart when only one description is
available. A narrow decoding tunnel is still open, however,the decoder has to perform a larger number of
iterations in order to reach convergence. After this largernumber of iterations, the same reconstruction
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Figure 4.12: EXIT chart analysis for the proposed new multiple description approach atEu/N0 =
8.8 dB

quality is reached as for the case when both descriptions were available.
Both proposed iterative source-channel decoding schemes only present a very basic implementation of
the multiple description approach and they still lack of theflexibility which is needed for FlexCode.
For instance, the first approach does not yet feature full multiple description indexing, but only a fixed
indexing (also known as staggered indexing). Furthermore,the utilized codebook is not optimal, but
results from a combination of the optimal codebook entries.Furthermore, no optimized side codebooks
are exploited in this case. All these issues are currently addressed in the ongoing research work.
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Chapter 5

Baseline FlexCode Channel Coder

In this chapter, the baseline channel coder of FlexCode is explained. The baseline channel coder of Flex-
Code is a joint source-channel coding approach based on the conceptiterative source-channel decoding
(ISCD), which has been introduced in Sec. 3.2.
In traditional system design, the source encoder delivers abitstream which is then encoded by the channel
encoder prior to transmission. In contrast to traditional system design, we place the boundary between
source and channel coder on a different level. The FlexCode source encoder outputs indices to the
quantized samples which are then transformed into a bitstream inside the channel encoder. This means
that indices are passed between source and channel encoder in the FlexCode realization. At the receiver,
similarly, the channel decoder reconstructs the bitstreamand the quantizer indices which are then passed
to the source decoder. This separation between source and channel coders has been chosen such as this
facilitates the application of joint source-channel (de-)coding.

5.1 Preliminary FlexCode Source Coder Model

In order to analyze the capabilities of a channel coding scheme, it is generally not feasible to use the
output of the codec during development as it is difficult to compare channel coders using a given speech
file: the proposed scheme might work well for a given speech segment but perform worse for a different
speech segment. Furthermore, it is difficult to get reproducible results with a certain encoded speech file.
Therefore, a random source that approximates the statistical properties of the preliminary codec output
is utilized during the development of channel coding schemeas well as for joint source-channel coding
schemes. For instance, most of the joint source-channel coding schemes have been developed and tested
using a Gauss-Markov source of first order [AV05], [Gor01], [Tho07b], [GFGR01].
Such a simple source model, however, is not accurate for developing a channel coding scheme for the
FlexCode source coder. In order to develop a statistical source model, we utilized a preliminary version
of the source coder with16 kHz sampling rate, constrained entropy quantization, and an average bit rate
of ≈ 29.5 kbit/s. Note that for different setups, the parameters of this artificial source have to be adapted.
In the following, we will explain the codec based on this setup, however, note that the proposed concept
is highly flexible and can easily adapt to different setups.
The output of this codec setup is summarized in Table 5.1, where the parameters contained in one block
of the codec are described. Roughly, the output of the codec can be divided into two parts: model and
signal. The model part of one frame (of length 20 ms) containsan index to the component of the GMM
which is used to quantize the LSFs followed by the quantized LSFs. The signal part is composed of 4
subframes (length 5 ms) which consist of a gain factor (whichis in fact also part of the model part) and
of the encoded signal samples.
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Table 5.1: Parameters contained in one block of the utilized codec setup
Type Number of elements

GMM Index 1
LSFs 16
Gain 1

Signal 80
Gain 1

Signal 80
Gain 1

Signal 80
Gain 1

Signal 80

1 3 5 7 9 11 13 15
0
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P
I G
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G
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Figure 5.1: Probabilities of occurrence of the different Gaussian mixtures

In the constrained entropy case all the parameters are quantized using a uniform stepsize. The probability
distribution of all parameters is known (to a certain extent) such that the probabilities of occurrence of
each parameter can be determined. These probabilities of occurrence are used in the entropy coding
part of the source encoder. As uniform quantization is used,usually a lot of residual redundancy is
contained in the parameters after quantization which is afterwards eliminated using an entropy coder,
e.g., arithmetic coding [BCW90], [BCK07].

In the following, the properties and the generation of the different parts of the codec are described in
detail:

GMM Index The GMM Index can take one out of 16 values. The probabilitiesof these values corre-
spond to the weights of the Gaussian Mixture model and are depicted in Fig. 5.1. These probabilities can
be considered asa priori knowledge. An artificial GMM index can be generated by using this distribu-
tion.
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Figure 5.2: Correlation of gains

LPC coefficients The LPC coefficients are converted toLine Spectral Frequencies(LSFs) [VM06]
prior to transmission. They are quantized using uniform quantization with variable stepsize. These
stepsizes are determined by the GMM. Using the GMM index, a set of stepsizes is determined by the
source encoder.

Gain A constant stepsize is utilized for the gain. The gain is assumed to be Gaussian distributed
(unit variance) and is quantized using a uniform quantization with the constant stepsize. As the signal
which is to be encoded usually does not vary significantly in amplitude, the values of the gain are highly
correlated. The correlation of the gain factors is shown in Fig. 5.2. The correlation of the gains can be
approximated quite well by an AR(1) process withρg ≈ 0.95. The autocorrelation function of an AR(1)
process is described by

ϕgg(λ) = ρ|λ|g . (5.1)

The approximated correlation function is indicated by the red line in Fig. 5.2 and it can be seen that the
values quite well match the measured correlation of the gains.

Signal (Transform coefficients) Using the model (LSFs and gain) as well as a ringing part of the
previous (sub-)frame, the quantization stepsizes for the whole block are determined by the encoder. The
source encoder delivers the indices as already quantized samples. In the constrained entropy case, the
signal samples to be quantized are assumed to be Gaussian distributed. The source encoder estimates
the variances of samples which are quantized using a uniformquantizer with stepsize1.0. Using the
variance it is then possible to calculate the probabilitiesof occurrence of the single samples. However,
for WP2, we assume that the samples are Gaussian distributedwith unit variance and that the stepsize of
the quantizer changes. If the source encoder estimates the variance at positionk to beσ2

k, the quantizer
stepsize for the unit variance case simply is

ss(k) =
1

σk
. (5.2)

Measurements have shown that the stepsizes show a particular distribution which is depicted in
Fig. 5.3(a). The distribution of the stepsizespS(s) can be approximated pretty well with thegeneralized
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Figure 5.3: Stepsizes and quantized indices of the transform coefficients for the FlexCode artificial
source. Comparison of artificial source with measured codecoutput

extreme value(GEV) distribution

pGEV(λ) =
1

σ

(

1 + K
λ − µ

σ

)−1− 1
K

exp

(

−
(

1 + K
λ − µ

σ

)− 1
K

)

(5.3)

i.e., pS(s) ≈ pGEV(s). Using a uniform random number generator and, e.g., the rejection
method [PTVF92], GEV-distributed samples can be generatedvery easily. The generation of the quan-
tized indices follows immediately: a Gaussian random source [PTVF92] generates Gaussian distributed
samples with zero mean and unit variance which are quantizedusing a uniform quantizer with stepsize
ss(k), with ss(k) distributed according to (5.3). The measured probabilities of the quantized indices as
well as those originating from the artificial source are depicted in Fig. 5.3(b).
The stepsizes are highly correlated due to the slow changes of a speech or audio signal. An example
of the behavior of the transform coefficient stepsize is given in Fig. 5.4(a). The measured correlation
is depicted in Fig. 5.4(b). Again, as for the correlation of the gains, the correlation of the transform
coefficient stepsizes can be modelled by an AR(1) process with ρs ≈ 0.975. The theoretical correlation
of the AR(1) process is indicated by the red line in Fig. 5.4(b).
Modeling the correlation of the these stepsizes is a difficult task however. Generating correlated Gaussian
distributed samples is easy, as white Gaussian noise which is filtered by the transfer function of an AR(1)
processH(z) with

H(z) =
C

1 + ρz1
(5.4)

shows a Gaussian distribution. However, the stepsizes are not Gaussian distributed (see Fig. 5.3(a)).
One way to generate non-Gaussian correlated random numbersis the algorithm described in [CE81]
which uses the characteristic function and the cumulant generating function of the wanted distribution
to determine the distribution, which, if filtered byH(z), equals the wanted distribution, i.e., the GEV
distribution in this case. However, numerical problems avoided the use of this algorithm for modeling
the stepsizes and their correlation: the cumulants of the given distribution grow very fast such that the
numerical calculation failed. The generation of random numbers possessing the GEV distribution and
the given correlation will be part of the second phase of developing the FlexCode channel coder.
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Figure 5.4: Large correlation of the transform coefficients stepsizes.Evaluation over time and correla-
tion

5.1.1 FlexCode Dummy Source Decoder

As the channel decoder and source decoder are interacting heavily at the receiver side (see Sec. 5.3), a
dummy decoder modeling the behavior of the real source decoder had to be developed. This dummy
decoder models exactly the behavior of the source decoder and knows about the current state of the en-
coder. During the interaction between channel decoder and source decoder, the channel decoder delivers
a block of decoded indices to the dummy source decoder, whichdecodes them and then compares them
to the indices that the source would have produced (which areknown, as the internal state of the dummy
source decoder corresponds to the internal state of the source encoder). If all indices needed to produce
the next set of stepsizes are decoded correctly, the dummy decoder forwards these stepsizes to the chan-
nel decoder. If a decoding error has occurred, the dummy decoder is not able to determine the correct
stepsizes. This corresponds to a decoding failure and two cases are distinguished:

• The maximum failure case: The stepsizes delivered to the channel decoder emanate from a random
process, realizing the GEV distribution (5.3).

• Partly failure case: A Gaussian distributed decoding erroris added to the correct stepsizes and the
absolute value is taken (in order to be sure that the stepsizeis positive).

5.2 Flexible Interleavers

The FlexCode baseline channel coder uses the Turbo principle of exchanging extrinsic information be-
tween two component codes (here between channel decoder andsoft decision source decoder). An
essential element of a transmission or storage system employing the Turbo principle is the interleaver
(see Sec. 2.5). As the FlexCode source coder can adapt on the fly to different scenarios and source con-
ditions, the size of the data to be channel coded might be subject to frequent changes. Furthermore, the
constrained entropy coder leaves different amounts of redundancy inside the quantized data such that, af-
ter possible data compression (if variable length codes (VLCs), such as, e.g., arithmetic codes, are used)
the size of the packets to transmit varies significantly. An example of the variation of the blocksize over
time for a 5 second speech sample is depicted in Fig. 5.5. The size of the encoded blocks varies between
approximately 200 and 1050 bits per block for the given setup. Therefore, interleavers are needed which
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Figure 5.5: Size of an encoded block (20 ms, i.e., 320 samples per block) over time

can change their size on the fly with moderate computational complexity. Such interleavers are called
prunableinterleavers [TDB07], [DB05b], [DB05a], [DB05c].
Several communication systems, such as UMTS, already employ prunable, variable-size inter-
leavers [3GP]. These interleavers are based on the Zech logarithm and utilize Galois Field arithmetic. A
comparable prunable interleaver is described in [EH99]. Starting with a conventional block interleaver
of size Vmax, the prunable interleaver is obtained by permuting the columns using a row-dependent
function based on the Galois field arithmetic. The differentrows are then permuted using the bit flipping
algorithm.
The advantage of this design principle is that the implementation is very easy as Galois field computations
can be implemented using lookup tables and that the pruning is very easy. The disadvantage is however
that the pruning is restricted, such that only interleaversof sizeVmax/2 ≤ V ≤ Vmax can be obtained. If
other sizesV shall be obtained, several starting interleavers have to bestored and the corresponding one
has to be chosen depending on the block size of the data to be interleaved. Furthermore, the interleavers
need (pre-computed) row-dependent starting parameters which have to be optimized offline. Even with
those optimized parameters, the performance of this approach is still suboptimal compared to an S-
random interleaver.
For those reasons, a different approach for generating prunable interleavers has been chosen for the
FlexCode baseline channel coder. The FlexCode interleaverwill be based on [FSB02]. In order to
generate a prunable S-random interleaverπ of maximum sizeVmax, we start with a small interleaverπmin

of sizeVmin which fulfills the S-condition (see (2.7) and (2.8)). Then the additionalVmax− Vmin entries
are inserted using the following algorithm [FSB02]

a) set the firstVmin elements ofπ identical to those ofπmin

b) generate the sequenceP of integers fromVmin + 1 to Vmax

c) setM = Vmin andk = 1

d) loop untilk = Vmax− Vmin
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e) generate a random positionj ∈ [1,M ]

f) compareP (k) with πmin(L), with L ∈ [j − S, j + S − 1]. If any |P (k) − πmin(L)| < S, go back
to step 5.

g) setπ(L + 1) = π(L), for L ∈ [M,M − 1,M − 2, . . . , j]

h) setπ(j) = P (k)

i) M = M + 1 andk = k + 1

j) end of loop

The pruning to sizeV can be easily performed on the fly during (de-)interleaving:if an indexπ(i) ≥ V
appears, increasei and test whetherπ(i + 1) < V . If not, continue increasingi.
The interleaver generated in this way fulfills the S-condition. However, as the S-condition has to be
fulfilled for the smallest interleaver of sizeVmin. However, as has been noticed in Sec. 2.5,S needs

to be smaller than
√

Vmin
2 in order to find a permutation (with reasonable computational complexity on

standard desktop computers). However, ifVmax is large, the value ofS could be larger. For this reason, it

can be advantageous to store several prunable S-random interleavers of sizeVmax,i with S <
√

Vmin,i
2 but

S >
√

Vmin,i-1
2 (for i ≥ 2).

5.3 Interaction between Channel Decoder and Source Decoder

In this section, the interaction between channel decoder and source decoder is described. The interaction
between channel decoder and source decoder is visualized inFig. 5.6. First the channel decoder decodes
the bitstream and reconstructs the GMM index. The GMM index is then immediately fed to the source
decoder which uses it to generate stepsizes for the LSFs. These step sizes are for instance needed by
an arithmetic decoder (see Sec. 5.4) to reconstruct the probability intervals. If the channel decoder
has decoded the LSFs and the gain, they are fed to the source decoder which calculates stepsizes for
the transform coefficients. After decoding of this first subframe, another gain is decoded and together
with the LSFs, new stepsizes can be generated for the transform coefficients of the second subframe.
Possibly, depending on the chosen codec setup, the decoded coefficients of the previous subframe need
to be considered for determining the stepsizes (which is indicated by the dashed line in Fig. 5.6). This
procedure is repeated for all four subframes of a block.

5.4 Reference Channel Coding

In order to compare the FlexCode channel coder with existingapproaches, a reference channel coder has
been defined. The reference channel coding approach is depicted in Fig. 5.7. The FlexCode source coder
outputs quantized indicesi which are entropy coded using an arithmetic coder [BCK07], [BCW90]. The
arithmetic coder generates the bitstream and can thus be seen as a part of the channel coder.
In order to get the best possible compression by the arithmetic decoder, an appropriate model has to be
used. The easiest possibility would be to use the average probabilities of occurrence of the quantized
indices, however, this would not be very accurate as the speech and audio file to be encoded describes
generally a highly non-stationary process thus leading to sub-optimal compression ratios. Therefore, an
adaptive model is used in order to accurately calculate the probabilities of occurrence of the different
indices to be encoded. The source encoder assumes the different transform coefficients to be Gaussian

47



Decode GMM 
index

Generate 
stepsizes for 

LSFs

Decode LSFs

Stepsizes

Decode GainGain Stepsize

Generate 
stepsizes for 

residual signal

Stepsizes

Decode Signal

Decode Gain

Generate 
stepsizes for 

residual signal

Gain Stepsize

Stepsizes

Decode Signal

Channel Decoder Source Decoder

Figure 5.6: Flowchart of the interaction between channel decoder (left) and source decoder (right)

Conventional 
Channel Code

FlexCode
Source

Arithmetic 
Coder

Equivalent 
Channel

Conventional 
Channel 
Decoder

Arithmetic 
Coder

FlexCode 
Source 

Decoder

Control Unit

ss

i
x y

zx̂

Figure 5.7: Reference channel coding

48



distributed with unit variance and then uses uniform quantization with a given stepsizess(k). The step-
size is determined by the source encoder (and decoder) and then passed to the channel encoder, i.e.,
to the arithmetic encoder in the reference system. The stepsize is used to calculate the probabilities of
occurrence of the different transform coefficients (or LSFsor gains) by evaluating

P (i(k)|ss(k)) =
1

2

(

erfc

(

ss(k)
(

i(k) − 1
2

)

√
2

)

− erfc

(

ss(k)
(

i(k) + 1
2

)

√
2

))

(5.5)

if the quantizer reproduction levels are described byi(k) · ss(k), i(k) ∈ Z. The arithmetic coder, as
described for instance in [BCW90], starts by dividing the probability interval[0; 1) into smaller intervals
which correspond to the probabilities of occurrence of the different symbols. The encoder picks one of
those intervals according to the symbol which shall be encoded and then further subdivides this interval.
The bitstream finally corresponds to one number inside this interval (usually the number the represen-
tation of which needs the least bits). The implementation ofthe arithmetic decoder utilizes fixed-point
arithmetic and is based on [BCK07]. If the GMM index shall be encoded, the realization is simple as a
fixed set of 16 different indices witha priori known probabilities is available. This set is used to par-
tition the probability interval. The situation is different however for the other parameters (LSFs, gains,
transform coefficients): theoretically, an infinite numberof quantized indices can occur. For this reason,
the cumulative distribution function (cdf) is used. For a Gaussian distribution with unit variance and zero
mean, the cdf can be given by

Fn(a) =

∫ a

−∞
pn(ζ)dζ = 1 − 1

2
erfc

(

a√
2

)

. (5.6)

During encoding, the arithmetic encoder selects the lower bound of the selected probability interval to
beFn

(

ss(k)
(

i(k) − 1
2

))

and the upper bound to beFn

(

ss(k)
(

i(k) + 1
2

))

.
The arithmetically encoded bitstream is then encoded usinga conventional channel decoder. The con-
ventional channel decoder can be one of the following:

• a feed-forward convolutional code of rate1/2 and constraint lengthJ = 5 as employed in the
GSM EFR speech transmission. The generator polynomials arechosen to be(23, 33)oct [Pro01].
The convolutional encoder can easily cope with variable input block lengths as they are provided
by the source encoder (in the constrained entropy case).

• The rate1/2 Turbo code specified by Berrou and Glavieux in [BG96]. As the interleaver has to be
prunable in the constrained entropy case (variable size of the bitstream), the prunable S-random
interleaver described in Sec. 5.2 is utilized.

After transmission over the channel model, the receiver first decodes the bitstream using a conventional
channel decoder (which can be either a Viterbi decoder or a Turbo decoder, depending on the utilized
channel code) and then reconstructs the quantized indices using the arithmetic decoder, which has to
interact with the source decoder in order to get the stepsizes needed to calculate the probability intervals.
In order to get an impression of the performance of the reference system, a reference simulation over
an AWGN channel has been carried out. Instead of a specific audio or speech file, the source model
described in Sec. 5.1 together with the dummy decoder described in Sec. 5.1.1 has been utilized. The
simulation results in terms ofsymbol error rate(SER) are depicted in Fig. 5.8. By utilizing the Turbo
code instead of the convolutional code a gain of approximately 3 dB is obtained at a symbol error rate of
10−2. However, due to the small block size an error floor becomes visible at quite small symbol error
rates. This error floor strongly depends on the S-value of theutilized interleaver (see also Sec. 2.5): the
larger the S-value the lower the error floor. If the bit error probability would be depicted, the error floor
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Figure 5.8: Symbol error rate for the reference transmission system depicted in Fig. 5.7 for two different
channel codes

would be lower, but as a single error might lead to a loss of synchronization of the arithmetic decoder,
the symbol error rate becomes considerably high.
One goal of the FlexCode baseline channel coder is to find an alternative to variable-length coding, such
as arithmetic or Huffman coding. The drawback of arithmeticor Huffman coding is that single bit errors
lead to a loss of synchronization and the resulting decoded parameters are either completely wrong (in
the case of arithmetic coding) or insertion and deletion errors can occur (in the case of Huffman coding).
Extensive work has been performed in order to apply soft decision decoding and iterative source-channel
decoding to variable-length codes [Tho07b], [BH00], [TK05], [GFGR01], [GG04]. However, most of
these algorithm show quite high computational complexity requirements and it has been shown that the
ISCD approach using small block codes presented in Sec. 3.2 can have a similar decoding performance in
terms of symbol error rate and parameter SNR as iterative source-channel decoding schemes for variable-
length codes with a significantly lower computational complexity [Tho07a].

5.5 Preliminary Baseline Channel Coder

The proposed baseline channel coder is depicted in Fig. 5.9.Basically, the proposed system corresponds
to a specialization of the system proposed in [SVCS08] and Sec. 4.1.1. The main difference is the control
unit and the puncturing unit. The puncturing unit is mainly responsible for rate adaptation according
to the current transmission channel and the rate requirements. The (global) control unit controls the
selection of the block codes, of the convolutional codes andof the puncturing, according to the source
and channel requirements.
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In the following, the FlexCode baseline channel coder will be described in detail. The quantizer indices
i(k) are first truncated (as theoretically an infinite number of indices can occur), and then encoded by
a parameter individual block code (as described in Sec. 4.1.1), interleaved and then channel encoded.
The channel encoder can for instance be a regular convolutional code, like a rate-12 recursive, systematic
convolutional code. It has been shown [AKtB04], [AKtB02] that the inner component of a transmission
system deploying iterative decoding should be of rate≥ 1 in order to be capacity achieving. Therefore,
the puncturing unit should at least puncture half of the bitsin order to fulfill this constraint if an iterative
decoder shall be employed. However, in order to be flexible, arate≤ 1

2 code is used as not all receivers
will be able to perform iterative decoding but will use a non-iterative receiver, due to, e.g., power con-
straints of computational complexity constraints. On the other hand, the convolutional encoder can also
realize an irregular convolutional code [TH02] which partitions the frame into several sub-frames which
are encoded by individual convolutional codes. This enables a very easy optimization of the system
performance by using the EXIT chart technique (see Sec. 2.4).
The receiver of Fig. 5.9 consists of a depuncturing unit, which transforms the punctured bits (which
have not been transmitted) into erasures. The following decoder can be iterative or non-iterative and
consists of a MAP decoder. The MAP decoder is usually realized as in the logarithmic domain is then
called LogMAP decoder [HOP96]. A suboptimal approximationis the maxLogMAP decoder, described
in [RVH95]. After deinterleaving, a soft-decision source decoder (SDSD) [Fin98], [FV01] decodes
the quantized indices by performing a MAP decision (see Sec.3.1). The soft decision source decoder
can exploit thea priori knowledge of the source to estimate the quantized indices. The knowledge
utilized here is mainly the redundancy introduced by the parameter individual block code and thea
priori knowledge of order zero, i.e., the unequal distribution of the different indices, which is given by
the stepsize and the Gaussian distribution, and can be evaluated by (5.5), if a stepsize is already available
for the given parameter. If the decoder shall perform more than one iteration, extrinsic information
is generated by the SDSD [AVS01], [Gor01], [AV05], [Cle06] (see also Sec. 3.2) and fed back to the
channel decoder which uses this information asa priori information.

5.5.1 Parameter Individual Block Codes

In this section, first approaches for selecting the parameter individual block codes are presented. Note
that these approaches are only first experiments and do not yet present a fully optimized approach.
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Figure 5.10: Number of indices with probability of occurrence> 10−5 and assigned blockcodes as a
function of the stepsizess

Stepsize-dependent code

As (most of the) parameters are assumed to be Gaussian distributed, the number of quantizer indices
that occur with a certain probability varies with the stepsize of the quantizer. For instance, Fig. 5.10
depicts the number of different quantizer indices that occur with probability> 10−5 as a function of the
quantizer stepsize (dashed line). Let this curve be calledni(ss). The solid line is then described by

n̄i(ss) = 2⌈log2(ni(ss))⌉ (5.7)

The functionn̄i(ss) is given by the solid line in Fig. 5.10. Then, according to thenumber of different
indices, an appropriate block code can be chosen, for example, an(⌈log2(ni(ss))⌉, ⌈log2(ni(ss))⌉ + h)
block code, withh being the number of parity bits. The block codesG1 to G4 are examples forh = 1
(systematic single parity check code).
Figure 5.11 depicts the EXIT characteristics for stepsizesss ∈ {ss ∈ R|ss = k · 0.1, k ∈ N and0.1 ≤
ss ≤ 4.9}. A single parity check code is utilized and the code size changes as a function of the stepsize
mas described above. Of course, the quantizer entries have to be truncated by the source encoder if too
large values do occur as the proposed system is not able to handle infinitely large indices.
If the stepsizes are known, the EXIT characteristic for the current block can be determined by averaging
the corresponding characteristics [Tüc04], [TH02], [AKtB04]. On the other hand, by utilizing the pdf
of the stepsizes, which can for example be approximated by (5.3), an average characteristic for the
soft decision source decoder. This allows the optimizationof the convolutional code and the respective
puncturing pattern according to the current needs. Note that the EXIT characteristics do not reach the
(1, 1) point. This behavior has already been observed in [ABCV05] and is due to the unequal distribution
of the bits at the output the encoder. The EXIT characteristic can only reach the point(1,H(X)).
With this setup, after source encoder, the size of a frame is of variable length, as due to the different
stepsizes, different block codes are utilized. Therefore aflexible interleaver, such as the one described
in Sec. 5.2, has to be used. The puncturing of the channel codecan be fixed, leading to a variable
transmission blocksize.
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The main problem of this proposed scheme can be found at the receiver side and occurs due to the
interaction between source and channel decoder as described in Sec. 5.3. If only the GMM Index is not
decoded correctly, no valid stepsizes are delivered by the source decoder and thus, the decoder can not
decide which block-code has been used by the encoder, leading to a decoding failure. If only the first part
of the block is decoded (e.g., GMM index and LSFs), and the stepsizes for the rest of the block cannot
be determined, then only extrinsic information for the firstfew bits of the block can be calculated. With
this little additional information however, the channel decoder is not able to generate a surplus of new
extrinsic information itself. Therefore, the decoding fails if bit errors occur in the first part of the block.
One way to avoid this behavior would be to useunequal error protection(UEP), which is frequently
utilized in conventional transmission systems, like GSM orin video and image transmission schemes.
However, little work has been done so far on UEP for joint source-channel coding schemes with iterative
decoding.

Constant code

In order to avoid the decoding problems that occur with the previously presented scheme utilizing
stepsize-dependent block codes, a second scheme using fixedcodes is presented. All parameters are
encoded with the same block code: for the illustrative example in this chapter, we chose a(7, 8) single
parity check code with generator matrix

G7 =





















1 0 0 0 0 0 0 1
0 1 0 0 0 0 0 1
0 0 1 0 0 0 0 1
0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1





















. (5.8)
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Figure 5.12: EXIT characteristics of the SDSD as a function of the stepsize

This means that a maximum number of27 = 128 quantizer reproduction levels can be encoded, regard-
less of the quantizer stepsize.
Figure 5.12 depicts the EXIT characteristics of the soft decision source decoder for stepsizesss ∈ {ss ∈
R | ss = k · 0.1, k ∈ N and0.1 ≤ ss ≤ 4.9}. If the stepsize becomes larger, morea priori knowledge
is available, as the probability that the quantizer indices0 and±1 occur becomes large compared to
the other indices. However, as for large stepsizes mainly 1 or 3 codewords occur, the entropy of the
encoded bitsH(X) becomes considerably small. This can be seen in the EXIT chart: for small stepsizes,
the EXIT characteristic is able to reach the(1, 1) point, however, if the stepsize becomes larger, only
(1,H(X)) is reached. For a stepsize of4.9, the EXIT chart reaches the point(1, 0.82). Again, either
a specific characteristic for each block can be established by averaging the different characteristics or a
global average characteristic (which only changes if the encoder settings change) can be computed. By
choosing appropriate puncturing, the convolutional encoder can then be adapted to the source statistics.
At the decoder, again, the interaction between channel and source decoder, described in Sec. 5.3, causes
some restrictions. During each iteration, the channel decoder tries to decode as much of the model
as possible in order to get stepsizes which can be utilized tocalculate thea priori knowledge in the
SDSD, for instance using (5.5). Note that the complementaryerror function can be approximated by
lookup tables in order to save computational power. During decoding, the parity check equations of
each parameter individual block code can be evaluated (see also Sec. 4.1.3) and an error detection is
performed. If an error has been detected, the stepsizes which will be determined by the source decoder
will most likely be not correct and in this case no reliablea priori knowledge can be computed. In
this case, the source decoder can utilize a conventional soft-input/soft-output block decoder (e.g., one
belief propagation iteration [HOP96], [CF02] using theboxplusoperation) or an SDSD with noa priori
knowledge.
In a first experiment, no error detection has been utilized, as the utilized code (single parity check code
defined by the generator matrix in (5.8)) possesses quite weak error detection capabilities. Therefore, if
wrong stepsizes are determined by the source decoder, no appropriate measures are taken by the decoder
(such as SDSD withouta priori knowledge) but the wrong stepsizes are used in order to determine the
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Figure 5.13: Simulation results of the proposed ISCD scheme

a priori knowledge. A comparison of the proposed scheme with the reference is given in Fig. 5.13. The
source model described in Sec. 5.1 is used together with the dummy decoder described in Sec. 5.1.1. The
dummy decoder is set up such that the maximum failure stepsize generation is used. The interleaver is
an S-random interleaver withS = 20. In bad channel conditions, the symbol error rate is considerably
lower as for the reference (order 10%), such that error concealment in the source might still deliver an
understandable speech and audio impression. However, a steep Turbo cliff and the typical waterfall be-
havior, as would have been expected by an iterative, Turbo-like decoder is not observed. An explanation
for this behavior are the completely wrong stepsizes which are delivered by the source decoder if the
model has not been decoded correctly. For example, if the GMMindex has not been decoded correctly
in the first iteration, wrong stepsizes are generated for therest of the frame. Therefore, the SDSD will
generate unreliable and wrong extrinsic information whichis fed back to the channel decoder. Therefore,
the gains expected by the iterative decoding are smaller than expected. Note that however, the amount
of transmitted bits is about twice is high as for the reference transmission. This is due to the fact that no
optimized puncturing has been applied.
It has been shown in this section that a joint source-channelcoding scheme with iterative decoding can
achieve similar performance as the reference system which shows already near-optimum performance.
The close interaction between source and channel decoder complicates the design of the channel coder,
especially if alla priori knowledge shall be determined and utilized. The first version of the decoder did
not yet incorporate error detection and mechanisms to avoidthe use of the wrongly calculated stepsizes.
As the model is quite important for getting the correct stepsizes, an unequal error protection scheme
should be utilized in the future in order to have a reliable transmission of the model and thus reliable
stepsizes for the decoding of the transform coefficients.

5.5.2 Extension towards Different Quantization Schemes

In the previous sections, the concepts of the FlexCode channel coding scheme have been shown for the
constrained entropy quantization case with scalar quantization. The concept however is not restricted to
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this case, it can be easily extended to other quantizers, as will be shown in what follows.

Constrained Resolution Quantization

If constrained entropy quantization is applied, a certain distortion is fixed. This results in a variable bi-
trate of the encoded data, which can cause problems in circuit switched scenarios. Therefore, constrained
resolution quantization, where the rate is fixed, resultingin constant blocksize but variable distortion, can
be utilized. In order to remain flexible, the FlexCode sourcecoder does not use special, optimized code-
books for constrained resolution quantization but a uniform quantizer. Before quantization, a compressor
preprocesses the signal such that it is (almost) uniformly distributed before being quantized. At the de-
coder, the corresponding expander has to be used. From the signal model, the bit allocation algorithm
determines the number of quantizer reproduction levels (and thus the number of bits) to be used for each
transform coefficient such that the overall number of bits remains constant. As the number of levels is
fixed, an appropriate parameter individual block code can bechosen by the index assignment.
As the compressor causes the signal to be nearly uniformly distributed, thea priori knowledge on pa-
rameter level is almost negligible. However, due to the constraints concerning delay and thus block size,
somea priori knowledge can be expected and thus utilized.

Non-Scalar Quantization

Instead of a scalar quantizer, vector quantization can be utilized. As the FlexCode paradigm prohibits
the use of specialized, trained codebooks, lattice vector quantization may be chosen. The use of vector
quantization can be fully integrated in the proposed channel coding scheme as the operation is being
performed on index level. However, if after channel decoding several indices have been decoded wrongly,
several measures can be taken in order to minimize the distortion of the reconstructed signal. One of
those measures is an optimized assignment of quantizer reproduction levels to indices (index assignment)
[Vas07], [VT03]. These robust index assignment techniquesare studied and developed by Nokia and may
be incorporated in the final channel coder if lattice quantization is used.

5.6 FlexCode Baseline Channel Coder

In the previous section, the basic concept of iterative source-channel decoding has been applied to a
preliminary version of the FlexCode baseline source coder.The integration of ISCD with the constrained-
entropy quantizer has been clarified as well as the integration with the resolution constrained quantizer,
which is more or less straightforward (see Section 5.5.2).
It has been found (see Sections 5.1.1 and 5.5) that it is not feasible to perform a joint source-channel
decoding of the model parameters and the transform coefficients. The source-channel decoder requires
knowledge about the model in order to determine the encodingparameters of the transform coefficients
like bit allocation and utilized PIBCs. Therefore, we propose to utilize a separate transmission of the
model parameters and the transform coefficients. The resulting structure, which defines the FlexCode
baseline channel coder is depicted in Fig. 5.14.
The model parameters, such as, e.g., GMM index, LSFs, gain, are grouped and, if entropy constrained
quantization is utilized, compressed using an arithmetic coder. On the other hand, if resolution con-
strained quantization is employed, the arithmetic encoding does not need to be carried out. Afterwards,
the grouped bit stream is encoded using a strong conventional channel code. This channel code could
for instance be an iteratively decodable code such as a Turbocode or an LDPC code. However, as the
bit rate for transmitting the model parameters is rather small (around 5 kbit/s, see [KO07]), LDPC and
Turbo codes might not be perfectly suited due to their relatively high error floor for small block sizes
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Figure 5.14: Block diagram of the FlexCode baseline channel coder

(see Fig. 2.8 for the example of Turbo codes). Therefore, it might be advantageous to deploy a “conven-
tional” channel coding scheme such as the concatenation of aReed-Solomon code and a convolutional
code. This concatenation has been widely employed in existing communication systems [CHIW98]:
The convolutional decoder at the receiver, which might be a Viterbi decoder, produces burst errors at
its output which can be effectively corrected by the Reed-Solomon decoder. By using puncturing of the
convolutional code, the rate and the robustness requirements can be effectively adjusted.
The transform coefficients on the other hand are encoded using the iterative source-channel coding sys-
tem presented above. Using the model parameters, the sourceencoder determines the bit allocation
(in the case of constrained-resolution quantization) or the step sizes (in the case of constrained-entropy
quantization) which is fed to the channel encoder in order toselect an appropriate parameter individual
block code and a puncturing pattern. At the receiver, the joint decoding of model and transform coeffi-
cients, as proposed in Secs. 5.3 and 5.5 is no longer necessary. First, the model parameters are decoded
and fed to the FlexCode source decoder which determines either the step sizes or the bit allocation.
This information can then be used by the soft decision sourcedecoder in the iterative source-channel
decoding process. In contrast to the preliminary coder discussed in Sec. 5.5, the source decoder has now
full knowledge about bit allocation and step sizes and can perform the decoding without any restrictions
which considerably increases the performance of the system. However, the model needs to be perfectly
known at the receiver. Therefore, the channel coding of the model has to be chosen such that the model
can be decoded with high reliability. Additionally, error detection has to be included such that appropri-
ate packet loss concealment measures can be taken by the FlexCode source decoder if the model (and
thus also the transform coefficients) has not been received correctly.

5.7 Outlook

In this chapter, the FlexCode baseline channel coder, whichrealizes a joint source-channel coding ap-
proach with iterative decoding, has been introduced. However, the concept is still at an early phase of
development due to the ongoing work in the source coder workpackage. Several open issues do exist and
shall be addressed in the future. In this section, some of these open issues are introduced and possible
solutions are presented.
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One major issue of the present implementation is the strong interaction between source and channel coder
introduced in Sec. 5.3. If one of the model parameters is decoded wrong, no valida priori knowledge
is generated thus leading to a decoding failure. Possible remedies include the already introduced error
detection followed by a standard block code decoding without epxloiting thea priori knowledge or an
unequal error protection scheme: a strong protection will be applied for the model part whereas a weaker
protection may be applied for the transform coefficients. Ifthe model is decoded correctly, the stepsizes
are known and can be exploited for decoding the transform coefficients. An unequal error protection
scheme can also be beneficial for the reference channel coding system deploying conventional channel
decoding and arithmetic decoding. If a bit error occurs in the beginning of the block, the arithmetic
decoder will most likely fail to decode the rest of the block.Therefore it is advantageous to better
protect the beginning of the block and have a degrading performance towards the end of the block.
Several wrongly decoded transform coefficients might have less impact on the perceived audio quality
than wrongly decoded model parameters such as LSFs or gains.
A second possibility to overcome the problem of wrongly decoded model parameters might be to use
a twofold channel coding scheme. The model is encoded using astrong conventional channel coding
scheme such as Reed-Solomon codes, strong convolutional codes or even Turbo codes optimized for
small block lengths. This is mainly a joint optimization problem of finding a suitable good together with
a good interleaver [WK00].
One major issue is the complexity of the proposed scheme. Dueto the iterative behavior of the decoder,
the decoding complexity is scalable within certain limits.However, complexity measures have to be
carried out in order to measure the complexity of the currentchannel coding and decoding scheme and
to compare the complexity with known channel coding schemes.
Finally, if the concept of multiple description coding shall be used in the source coder, the concepts
presented in Sec. 4.2 can be extended for working with the baseline channel coder.
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Chapter 6

Practical Realization

In this chapter, the realization of the baseline channel coder is briefly outlined. The FlexCode channel
coder is a more or less independent software modul which transforms the output of the FlexCode source
encoder [Fle08] in such a way that a successful transmissioncan be performed using the FlexCode
channel model [Fle07a].
Figure 6.1 depicts the realization of the transmission chain for the reference transmission system intro-
duced in Sec. 5.4 using constrained-entropy quantization.The source encoder delivers quantized indices,
stepsizes needed for determining the probabilities of occurence as well asa priori information such as
the GMM. After generating a bit stream by the arithmetic coder and channel coding, the channel coded
bitstream is transmitted over the channel model. The outputof the channel model is decoded in order
to reconstruct a bitstream which is then decoded using the arithmetic decoder. As the arithmetic de-
coder needs the identical stepsizes as the respective encoder in order to invert the encoding operation, the
source decoder has to continuously interact with the arithmetic decoder to deliver new stepsizes. This
interaction has been described in Sec. 5.3.
On the other hand, if constrained resolution quantization is utilized, the arithmetic coding and decoding
depicted in Fig. 6.1 is no longer needed. The source encoder delivers the indices as well as information
about the bit allocation to the channel encoder which can then generate a channel encoded bit stream. At
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Figure 6.1: Realization of the interface between WP1 and WP2 for the reference transmission system
described in Sec. 5.4
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Figure 6.2: Realization of the interface between WP1 and WP2 for the FlexCode baseline channel coder
described in Sec. 5.5

the receiver, the arithmetic decoder is also no longer needed. The source encoder can also be configured
such some parameters are quantized with constrained resolution (e.g., the model parameters) and the
other with constrained entropy (e.g., the transform coefficients).
Figure 6.2 depicts the transmission chain of the baseline channel coder introduced in Sec. 5.6. Via the
interface, the channel coder receiver the quantized indices of the model parameters and the transform
coefficients as well as the information needed for the index assignment: stepsizes or bit allocation,
according to the chosen quantization. At the receiver, the channel decoder interacts with the model
as described in Secs. 5.3 and 5.6. After having decoded the model, the channel decoder receives asll
necessary information to decode the transform coefficients.
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Chapter 7

Conclusion

In this report the baseline FlexCode channel coder has been introduced. After a small initiation to
modern, iterative channel coding and decoding techniques,the concepts of soft-decision source decoding
and iterative source-channel decoding, which are an integral part of the FlexCode channel coder have
been introduced. Several advancements helping to improve the flexibility as well as the computational
complexity requirements of iterative source-channel decoders, have been shown in order to introduce
the baseline channel coder. The baseline channel coder is compared to a reference channel coder which
does already feature an inherent flexibility. It has been shown that the proposed approach can compete
with the reference approach, deploying state-of-the-art Turbo codes jointly with arithmetic coding. This
report however only outlines the concepts of the FlexCode channel coder as the source encoder still is in
development. However, the final concept will be based upon the concepts presented in Chapter 5, with
the respective modifications in order to fulfill the requirements of the source encoder. Finally, after a
brief explanation of the practical realization aspects, the report concludes with Appendix A where some
theoretical results are shown. These results were obtainedduring the FlexCode project and are of a
certain utility during the design and the optimization of a channel encoder with a decoder based on the
Turbo principle.
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Appendix A

EXIT Characteristics of Feed Forward
Convolutional Codes

Introduced in [tB99], EXIT charts have become an important tool for the convergence analysis of con-
catenated systems with iterative evaluation of extrinsic information at the receiver. EXIT characteristics
plot the mutual informationI [ext] of the extrinsic output of a decoder as a function of the mutual infor-
mationI [apri] of thea priori input.
To clarify notations, Fig. A.1 shows the block diagram of an EXIT chart measurement circuit [AKtB04]
for a feed forward convolutional code employed in a parallelconcatenated (PC) iterative decoding
scheme or as inner component in a serially concatenated (SC)iterative decoding scheme. A binary
sourceS generates a vectorx of binary data bits. The vectorx is encoded to a vectory using a convo-
lutional encoder. After transmission over a communicationchannel the MAP SISO decoder [BMDP98]
receives a possibly noisy vectorz. Here, the communication channel consists of BPSK modulation with
symbol energyEs = 1, AWGN with noise varianceσ2

n = N0/2, BPSK demodulation, and conversion to
L-values [HOP96]. The MAP SISO decoder receives additionala priori information on the data bitsx
from the extrinsic output of the (notional) second constituent decoder of the iterative decoding scheme.
This information is modelled by theextrinsic channelwhich adds Gaussian noise with defined mean
and variance [tB01a], [AKtB04] to the bipolar representation of those bits. Note that the inputs and
the outputs of the MAP SISO decoder are represented asL-values. The MAP SISO decoder outputs
extrinsic information on the data bitsL[ext](x̂) and extrinsic information on the encoded bitsL[ext](ŷ).
In our case, the mutual information of interest to compute the EXIT charts is thea priori mutual in-
formation I [apri] = I(X;L

[apr]

X̂
) and the extrinsic mutual informationI [ext] = I(X;L

[ext]

X̂
). Note thatx

is a realization of the random processX and accordingly,L[ext](x̂) andL[apr](x̂) are realizations of the

corresponding random processesL
[ext]

X̂
andL

[apr]

X̂
.

S
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Figure A.1: Block diagram showing the measurement of the EXIT chart of a MAP SISO convolutional
decoder [AKtB04]
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Figure A.2: EXIT characteristics of different feed forward convolutional codes for
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Figure A.2 shows the EXIT characteristics of different rate1/2 and rate1/3 feed forward convolutional
codes acting in a parallel concatenated system or as inner code in a serially concatenated system, i.e., the
input to the decoder consists of thea priori knowledge on the data bits and of the received channel values
of the encoded bits; the decoder generates extrinsic informationL[ext](x̂) for the data bitsu. As visible
in Fig. A.2, the characteristics do not reach the point(I [apri] = 1 bit , I [ext] = 1 bit) which is needed
for perfect decoding. Table A.1 lists the maximum mutual information for perfecta priori knowledge
(i.e.,I [apri] = 1 bit) for the codes of Fig. A.2. An easy to understand explanation of this behavior and an
expression to analytically compute the mutual informationI [ext] for I [apri] = 1 bit is given in Section A.1.

Table A.1: Measured maximum mutual information for the codes in Fig. A.2 and
Es/N0 = 1/(2σ2

n) = −5 dB

Generator polynomials I [ext]

∣

∣

∣

∣

I [apri]=1

(3, 2)8 0.7038

(7, 5)8 0.8595

(17, 15)8 0.9316

(17, 15, 13)8 0.9764

(23, 35)8 0.9324

(53, 75)8 0.9665

(133, 171)8 0.9762
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A.1 Maximum Attainable Mutual Information

It has already been observed in [tB01b] that the EXIT characteristics of feed forward convolutional codes
do not reachI [ext] = 1 bit for I [apri] = 1 bit. The explanation given is based on the fact that the coupling
of the bits is limited by the constraint length of the code. Wegive a more detailed explanation of this
behavior using the Trellis representation of the convolutional code. In Section A.1.2, we consider the
problem theoretically and provide an analytical solution for the maximum attainable mutual information.

A.1.1 Illustrative Explanation

The behavior of imperfect mutual information if perfecta priori knowledge is available can best be
visualized using the Trellis representation of the convolutional code. Figure A.3 depicts parts of the
Trellis diagram of a memoryJ = 2 feed forward convolutional code. Without loss of generality (due
of the linearity of the code), it can be assumed that the all-zero path has been encoded and transmitted.
Determining the extrinsic information for̂uk at time instantk means determining the probability that the
estimated data bit̂uk at time instantk is either0 or 1 if a priori information on the data bitsxk is available
at all time instants except fork. If we take a look at Fig. A.3, we see immediately that, if it isperfectly
known that the all-zero data sequence has been sent (I [apri] = 1 bit), the decision at instantk cannot be
determined by purely considering thea priori knowledge at all time instants exceptk. However, in order
to compute the extrinsic output at instantk, the decision on̂u has to be made using the channel output
only. This decision is not influenced by thea priori knowledge as the (perfectly known) inputs at instants
k + 1, k + 2, etc. lead to the same inner state of the convolutional encoder afterJ inputs (due to the
non-recursive structure of the code).

In the case of recursive convolutional codes, however, a different data inputxk at time instantk and
identical, perfectly known inputs at subsequent instants do not lead to the same state afterJ inputs,
resulting from the recursiveness of the encoder as shown in Fig. A.4. A different decision at instantk,
followed by perfectly known data bits leads to a different Trellis path which does not end in the same
state. Thus, if the encoder is terminated (i.e., the encoding stops in a defined state) and the input vectoru

is of finite length, perfecta priori knowledge leads to a non-ambiguous decision on the extrinsic output
at instantk. If the recursive code is not terminated, similar effects asin the case of feed forward codes
are observed, i.e., no perfect extrinsic information can begenerated even if perfecta priori knowledge
is available. Nevertheless, the remainder of this appendixwill only focus on feed forward convolutional
codes.

k − 1 k k + 1 k + 2 k + 3
00

01

10

11
xk = 0

xk = 1

Decision

?

Figure A.3: Extrinsic Decision if perfecta priori knowledge is available in the case of a memoryJ = 2
feed forward convolutional code

65



k − 1 k k + 1 k + 2 k + 3
00

01

10

11
xk = 0

xk = 1

Decision

?

Figure A.4: Extrinsic Decision if perfecta priori knowledge is available in the case of a memoryJ = 2
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A.1.2 Theoretical Results

Definition A.1.1 Let C be a rater = 1/N feed forward convolutional encoder with time-domain gen-
erator matrixG. Letx(1) = (1, 0, . . . , 0) be a weight one input vector of lengthJ + 1. The vectorx(1)

is encoded byC to the code vectory(1) = x(1)G =
(

y
(1)
1 , y

(1)
2 , . . .

)

with y
(1)
k ∈ {0; 1}. The vectory(1)

is also denoted as the impulse response of the convolutionalcode. The Hamming weight of the impulse
response vectory(1) is defined as̄DC and it holds

D̄C =

N(J+1)
∑

k=0

y
(1)
k . (A.1)

Theorem A.1.2 Given a rater = 1/N feed forward convolutional codeC with memoryJ and transmis-
sion over an AWGN channel with noise varianceσ2

n, theL-values of the extrinsic MAP SISO decoder

outputL[ext](x̂) show a Gaussian distribution with meanµE = 2 D̄C

σ2
n

and varianceσ2
E = 2µE = 4 D̄C

σ2
n

if

perfecta priori knowledge on the equiprobable data bitsx is available (i.e.,I [apri] = 1 bit).

Proof (This proof uses intermediate results from [KHC06])
Let x(0) = (x

(0)
1 , . . . , x

(0)
J+1) = (0, . . . , 0) be the all zero vector and

x(1) = (x
(1)
1 , x

(1)
2 . . . , x

(1)
J+1) = (1, 0, . . . , 0) a weight one input vector. The length of the input

vectors can be restricted toJ + 1, as afterJ identical inputs, the feed forward convolutional encoder will
have the same inner state. LetG be the time domain generator matrix of the feed forward convolutional
codeC. Encoding both vectorsx(0) andx(1) with C produces the outputs

y(0) = x(0)G =
(

y
(0)
1 , . . . , y

(0)
N(J+1)

)

= (0, 0, . . . , 0)

y(1) = x(1)G =
(

y
(1)
1 , . . . , y

(1)
N(J+1)

)

.

Let x(i)
\1 =

(

x
(i)
2 , . . . , x

(i)
J+1

)

= (0, 0, . . . , 0), i ∈ {0; 1}, denote the vector of lengthJ which does not

contain the first element of eitherx(0) or x(1). Due to the linearity of the convolutional code, it is
sufficient to perform the proof for the all-zero vector only.
The encoded vectory(0) of lengthN(J + 1) is BPSK modulated onto the vectorÿ(0) with elements

ÿ
(0)
k = 1 − 2y

(0)
k = +1, k = 1, 2, . . . , N(J + 1) andy(1) is modulated ontöy(1). After transmission
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over a channel with additive white Gaussian noise of zero mean and varianceσ2
n = N0/2, the vector̈z(0)

is received witḧz(0) = ÿ(0) + n, andn =
(

n1, . . . , nN(J+1)

)

denoting the noise vector. The extrinsic
outputs of the MAP SISO decoder are the probabilities that the decoded data bit̂xk is either 0 or 1 under
the condition thata priori knowledge on all data bits except the one at positionk and the entire received
sequencëz(0) are available. Without loss of generality, it is sufficient to consider only the first bit position
of the vectors, as a consequence of the linearity of convolutional codes. Using the Bayes theorem and the
assumption that the data bitsxk are equiprobable, the extrinsic probabilities can be expressed as (with
ℓ ∈ {0; 1}) [KHC06]

P (x̂1 = ℓ|z̈(0),x
(0)
\1 ) =

p
(

z̈(0)|x(ℓ)
)

p
(

z̈(0)|x(0)
)

+ p
(

z̈(0)|x(1)
)

with

p
(

z̈(0)|x(0)
)

=

(

1√
2πσn

)N(J+1)

·
N(J+1)
∏

κ=1

e
− n2

κ

2σ2
n

p
(

z̈(0)|x(1)
)

=

(

1√
2πσn

)N(J+1)

·
N(J+1)
∏

κ=1

e
− (nκ+dκ)2

2σ2
n

anddk elements of the vectord = ÿ(0) − ÿ(1), i.e.,dk ∈ {0;+2}. Using vector notation, the extrinsic
probabilities can be expressed as

P (x̂1 = 0|z̈(0),x
(0)
\1 ) =

exp
(

|n+d|2−|n|2
2σ2

n

)

1 + exp
(

|n+d|2−|n|2
2σ2

n

) (A.2)

P (x̂1 = 1|z̈(0),x
(0)
\1 ) =

1

1 + exp
(

|n+d|2−|n|2
2σ2

n

) (A.3)

with |n|2 =
∑N(J+1)

κ=1 n2
k and |n + d|2 defined similarly. By using (A.2) and (A.3) the extrinsicL-

valuesL[ext](x̂) can be determined as

L[ext](x̂1) = L(x̂1|z̈(0),x
(0)
\1 ) (A.4)

= ln





P (x̂1 = 0|z̈(0),x
(0)
\1 )

P (x̂1 = 1|z̈(0),x
(0)
\1 )





=
|n + d|2 − |n|2

2σ2
n

.

The factor|n + d|2 − |n|2 can be further simplified

|n + d|2 − |n|2 =

N(J+1)
∑

κ=1

(nκ + dκ)2 −
N(J+1)
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κ=1

n2
κ

= 2

N(J+1)
∑

κ=1

nκdκ +
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d2
κ

= 2
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∑
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nκdκ + 4D̄C ,
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using the fact that
∑N(J+1)

κ=0 d2
κ = 4D̄C (see definition ofD̄C). Therefore, we obtain

L(x̂1|z̈(0),x
(0)
\1 ) = 2

D̄C

σ2
n

+

N(J+1)
∑

κ=1

dκ

σ2
n

nκ . (A.5)

Equation (A.5) states that theL-values of the extrinsic output are composed by the sum of weighted
Gaussian distributed noise values and an offset2D̄C/σ2

n. A random process composed by sum of Gaus-
sian distributed processes is again a Gaussian process [PU02]. The mean of the resulting process is the
sum of the means of the sub-processes and the resulting variance is the sum of the sub-processes’ vari-
ances. As the noise samplesnk have zero mean, the process resulting from the sum of all noise samples
has zero mean. As a consequence, the mean of theL-values is only determined by the offset in (A.5) and
the meanµE of theL-value distribution is thus

µE = 2
D̄C

σ2
n

.

The variance of the noise samplesnκ isσ2
n, but as the noise samplesnκ are scaled bydκ/σ2

n, the variances

of the scaled samples in the sum (A.5) amount toσ2
n · d2

κ

σ4
n

= d2
κ/σ2

n. Therefore, the total varianceσ2
E of

theL-value distribution is

σ2
E =
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∑

κ=1

d2
κ

σ2
n

=
1

σ2
n

N(J+1)
∑

κ=1

d2
κ = 4

D̄C

σ2
n

= 2µE . �

Corollary A.1.3 Given a feed forward convolutional codeC, the hard decision bit error probability
of the extrinsic output after transmission over an AWGN channel with noise varianceσ2

n and after

MAP SISO decoding is given byP
[ext]
b

∣

∣

I [apri] =1
= 1

2erfc

(√
D̄C√
2σn

)

under the condition that perfecta priori

knowledge on the data bitsx is available (I [apri] = 1 bit).

Proof Due to the linearity of the convolutional codeC, it can be assumed, without loss of generality,
that the all-zero codeword has been sent. It is known from Theorem A.1.2 that the pdf of the extrinsic
information, given that the all-zero codewordx(0) = (0, 0, . . . , 0) has been encoded resulting in the
transmitted BPSK modulated vectorÿ(0) = (+1,+1, . . . ,+1), is Gaussian distributed with meanµE =

2 D̄C

σ2
n

and varianceσ2
E = 4 D̄C

σ2
n

. Thus, the bit error probability of the extrinsic output canbe determined as

P
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. �

Corollary A.1.4 The mutual informationI [ext] between the data bitsu and the extrinsic output of the
decoded bitŝu (L-value representation) of a MAP SISO decoder for a feed forward convolutional codeC,
given the conditions that perfecta priori knowledge on the data bitsx is available (IA = 1 bit), that the
data bitsu are equiprobable, and that the transmission is performed onan AWGN channel, depends
solely on the noise varianceσ2

n and on the Hamming weight̄DC of the impulse response. This mutual
information can be expressed as

I [ext]

∣

∣

∣

∣

I [apri] =1

= 1 − σn
√
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e
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2
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1 + e−ξ
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Proof Due to the linearity of convolutional codes, we can assume, without loss of generality, that the all
zero sequence has been encoded and thus the(+1,+1 . . . ,+1) sequence has been transmitted. There-
fore, according to Theorem A.1.2, theL-values of the extrinsic decoder output show a Gaussian distri-
bution with meanµE = 2 D̄C

σ2
n

and varianceσ2
E = 4 D̄C

σ2
n

. According to [tB01a], the mutual information

I [ext] can then be expressed as

I [ext](σE)=1 −
+∞
∫

−∞

e−((ξ−µE)2/(2σ2
E

))

√
2πσE

ld
(

1 + e−ξ
)

dξ. (A.6)

SubstitutingµE = 2 D̄C

σ2
n

andσ2
E = 4 D̄C

σ2
n

into (A.6) proves the corollary. �

A.2 Numerical Simulation Results

Figure A.5 shows the result of Corollary A.1.4, i.e., the mutual information of the extrinsic output of a
MAP SISO decoder of a feed forward convolutional codeC if perfect a priori knowledge is available.
It can easily be seen that the upper right point of the EXIT characteristic (i.e.,I [ext] = 1 bit, given
I [apri] = 1 bit) can closely be reached only for largēDC and in good channel conditions. For terminated
(or tailbiting) recursive convolutional codes, this plot would be a flat surface, as̄DC tends to infinity in
the case of recursive codes [KHC06].
Figure A.6 shows the hard decision bit error probability of the extrinsic output of the MAP SISO decoder
if perfect a priori knowledge is available (I [apri] = 1 bit). The maximum mutual information of the
EXIT characteristics in Fig. A.2 (see also Table A.1) can be read off in Fig. A.5 using the information in
Table A.2. Table A.2 also contains the calculated values ofP

[ext]
b andI [ext]

∣

∣
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Es
N0

= −5 dB. It can be seen that the calculated maximum mutual information almost perfectly matches
the measured values of Table A.1. The differences can be explained by numerical inaccuracies during
the measurement and/or by the finite histogram resolution.

To conclude, in this appendix we analyzed the behavior of theEXIT characteristics of feed forward
convolutional codes. Simulations have shown that the mutual information at the extrinsic output of a
MAP SISO decoder for feed forward and non-terminated recursive convolutional codes does not reach
I [ext] = 1 bit if perfecta priori information is available – a fact that has already been notedin the litera-
ture. We give an analytical expression of the attainable mutual information if perfecta priori knowledge
is available for the case of feed forward convolutional codes. This maximum attainable mutual informa-
tion solely depends on the channel noise variance and the Hamming weight of the code impulse response.
We give an easy explanation of this property using the Trellis representation of the convolutional code.

Table A.2: Impulse response Hamming weights for some selected convolutional codes and numerical
results forEs/N0 = 1/(2σ2

n) = −5 dB

Generator polynomials memoryJ D̄C P
[ext]
b I [ext]

∣

∣

∣

∣

I [apri]=1

(3, 2)8 1 3 0.0842 0.7038
(7, 5)8 2 5 0.0377 0.8592

(17, 15)8 3 7 0.0177 0.9315
(17, 15, 13)8 3 10 0.0060 0.9762

(23, 35)8 4 7 0.0177 0.9315
(53, 75)8 5 9 0.0085 0.9662

(133, 171)8 6 10 0.0060 0.9762
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Furthermore, we have shown that the extrinsic output of a MAPSISO decoder is Gaussian distributed
if the channel noise is Gaussian, the data bits are equiprobable, and thea priori information on the data
bits is considered to be perfect. Additionally, we have derived an analytical expression of the mutual
information attainable if perfecta priori knowledge is available as well as an expression of the hard
decision bit error rate of the extrinsic output in this case.Finally, an evaluation of different codes and the
verification of the theoretical results has been presented.
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