EXIT Chart Based System Design for Iterative
Source-Channel Decoding with Fixed-Length Codes

Laurent Schmalen, Marc Adrat, Thorsten Clevorn, and Pedey, Vellow, IEEE

Abstract—Audio-visual source encoders for digital wireless channel decoding [2], [9]. In each decoding step of ISCD, the
communications extract parameter sets on a frame-by-frame source statistics are used to iteratively refine the extriresi-
basis. Due to delay and complexity constraints these parart®s  gpijitias in a Turbo like process [10]. A transmission sckeem
exhibit some residual redundancy which manifests itself imon- . . .
uniform parameter distributions and intra- as well as inter- ysmg ISCD can be considered as a concatenation _Of a soft-
frame correlation. This residual redundancy can be exploied input/soft-output (SISO) channel decoder and a softbibéir s
by iterative source-channel decoding (ISCD) to improve the decision source decoder (SDSD) [3]. In the literature, ISCD
robustness against impairments from the channel. In the dégn  has been applied to systems employing variable-lengthscode
process of ISCD systems the well known EXIT charts play a key (VLCs) and fixed-length codes (FLCs). The VLC case, in
role. However, in case of inter-frame parameter correlatiol, the . . . . ’
classic EXIT charts do not provide reliable bounds for predicting Wh'C_h IS(_:D iImproves f[he segmenltatlon of the bit stream at the
the convergence behavior of ISCD. We explain the reasons for F€CEIVer, is not the topic of this article and we refer to iter
the so-called overshooting effect and propose a novel extsion ature for more details, e.g. [11]-[13]. In this paper we foon
to the EXIT chart computation which provide significantly  F|Cs. The benefits of ISCD with FLCs have successfully been
better bounds for the decoding trajectories. Four advanced gemonstrated for several applications such as GSM and wide

ISCD system configurations are proposed and investigated uey . . .
the benefits of the improved EXIT chart based system design. Pand adaptive multi-rate (WB-AMR) speech transmissior),[14

These configurations include regular and irregular redundant [15] and image/video transmission [16]-[18].
index assignments. In addition, we incorporate unequal ewr

protection in the optimization of irregular index assignments. . : ) :
We show how to realize a versatile multi-mode ISCD scheme The EXIT chart [19] technique is a well-known analysis

which operates close to the theoretical limit. and optimization tool for Turbo-like systems [19]-[21] suc
as ISCD. However, for ISCD system designs exploiting inter-
frame correlation [8], [22], [23], the EXIT decoding trajecy
“overshoots” the EXIT characteristics of SDSD, e.g. [22B],
especially during the first iterations. We give reasons ffis t

|. INTRODUCTION overshooting effect [25] and we propose a novel extension fo
getermining an EXIT decoding trajectory bound of SDSD.

Index Terms—Iterative Source-Channel Decoding (ISCD), Soft
Decision Source Decoding (SDSD), Turbo Principle, EXIT Che.

HE design of digital wireless communication system
always comprises a trade-off between coding efficiency ) ) )
and error robustness. Usually, some residual redundancy reThe EXIT chart technique and its new trajectory bound
mains after source encoding due to delay and complex@ftension is applied in design and analysis of several am¢hn
constraints. This natural redundancy manifests itselfan-n 1SCD system configurations. It is shown that redundant index
uniform parameter distributions and intra- as well as intefSSignments may outperform conventional non-redundant in

frame correlation. It can be exploited at the receiver togase d€x assignments in the context of ISCD [17], [22], [23], [26]
the error robustness, e.g., [1]-[3]. Using EXIT charts and the concept of irregular codes [20],

In this paper, we consider iterative source-channel decddll; we design capacity-achieving ISCD systems by employ-

ing (ISCD) [4]-[8], which originated from source contradle iNg irregular mdex gs&gnments [27]. U_nequal error prmmc
can be effectively incorporated into this concept. Finali
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for the overshooting effect and propose the novel extension | [ parameter v Parametel B Index ix

for determining the EXIT trajectory bound. In Section IV, —* extraction | |quantizatio assignment’
advanced ISCD system configurations are derived using the..=———————— - ————
extended EXIT chart approach.

A s Source | X Channel |y
~1b encoding [ "] ' [ encoding
Il. THEISCD PRINCIPLE
A. Transmitter Equivalent
We consider the ISCD transmission scheme of Figure 1. channel
A parametric source encoder extracts a parameter vegtor p—
from the k-th segment of the input signal. The vectoy ~ _ |\ D || Signal | 0 |Parametqr sourszzl\hn;nr z
shall consist of M scalar source codec parameters j, A synthesig * lestimatio decoding i

m = 1,...,M. The M source codec parameters,, j
are individually quantized to quantizer reproduction leve
Um,k € V. The quantizer code bookg,, of size |V,,| T L LR EEE R P EE SRS -

, " ; inputl,e oy p oo 2y e

are fixed. Usuallyw,, = log,(|V,|) quantifies the length | , Lsoso” (@)=L(zlo)+L(x)+Lep""(2) LI 7 (ol
of the.b|t patt(.arrbc,,},k = @m(@m,;?) after |ndex. as&gnment | Utilization of S50 1 |
and bit mapping, i.e.x,,  consists ofw,, (bipolar) bits - residual <@ [[~1 = channel | Z@‘
emi(l) € {+1,-1} with I = 1,...,w,,. The bit patterns | | redundancy /T = / |decoding= + L)
usually exhibit some natural residual source redundanay (p | | L(z|lz)+L(z) © L&G"(x) / e !
rameter distribution, correlation) which can be quantifisd ; LI () — I(z2|2) + L)+ LELS Y (z) ‘

the conditional probability mass functibrP(x,,, |Xm. k—1)- ;

The complete frame of bit patterns representing the vegtor ;- L% () 1 Ledn—1gy / ]
is denoted as,, , = (X1,k,- -, X0k

For convenience, we assume in what follows that the 'L(zlz)=L(z[z)+L(z)+ L™ (z)+ LS ()
quantizer code books and index assignments are the same | ; 7 bitind
for all M source codec parameters, i, i.e. we can write v- scalar parameter - Dt Index

: . quantized parameter k: iteration counter
V=V, w=wy,, and®(-) = ,,(-) forallm=1,..., M. o ) )
i i . . i . bit pattern x: frame of M bit patternsx,,,»

Moreover, wherever possible without risk of confusion wigpsk | . _. : . ,
the indices for timek i d bitl - single bit of bit patternx  y: channel encoded frame

€ indices tor imé, p.O.SI lonm, an I_ ) . . : frame index z: received frame

Next, a block-type bit interleavdil of size M -w is applied . . .

; o\ . m: parameter index II: Interleaver

to a framex,, of bit patterns. If an additional delay is tolerable
the interleaver can also be applied to several consecutp/e 1
frames [8], however, this case is not considered here. Irt wha"
follows, the notation will always refer to the deinterledve
domain if there is no risk of confusion.

Finally, a channel code of rate:c expands the interleaved
framex, of bit patterns to a sequenge of size M w / rec
with code bitsy(l), I = 1,..., Mw/rcc. As already men-
tioned, we restrict our considerations to convolutionales formation [6], [10] and result from the evaluation of the

The individual code b|t@.are BPSK-modulated with Sym- 545 residual source redundancy (labeled with “SDSDft, s
bol energy £; and transmitted over a memoryless ANGNjgision source decoding) and of the artificial channelregdi
channel with noise power spectral densiy,/2. redundancy (labeled with “CD”). Here, denotes the iteration

counter. Concepts how to determine the extrinsic output
B. Receiver with ISCD value Lgét]’“(a:) of soft-input / soft-output (SISO) channel

The aim ofiterative source-channel decodifSCD) is to d€ceding from the channel-related inplits:|z) resp.L(zy),
determine thea posteriori L-values [10]L(z|z) for a single Fhe blt—w|se a priori information L(z) and the extrinsic
data bitz given the complete history of received sequences information provided by an outer decoder are well known [10]
For this purpose, channel-relatéavaluesL(z|y) (or L(z|x)
in case of a systematic bit, respectively) are jointly eiplb C. Extrinsic L-value of Soft Decision Source Decoding

with the artificial redundancy from channel coding as well The determination rule for the extrinsIc—vaIueL[eXt]’“(x)

; SDSD
as thg ngtural re3|du.al source rgdundancy on parametdr IeovfeSDSD shall briefly be reviewed next as it is essential to
(distribution, correlation). The signal flow fromi(z|y) (or

. - S derstand the “ hooting” effect in the EXIT chart of
L(z|z), respectively) toL(x|z) is illustrated in Fig. 1. A uncerstand e foversnooting’ eniect 1n the chart o

. S . : ISCD, which will be discussed in detail in Section IlI-B. The
detailed derivation and description of the ISCD receiver lca rule is based on the BCJR algorithm [33].

1The ISCD algorithm can easily be extended to consider aros®iation UpdE.ltES. in the[ej(E]eration“ (ﬁxed frame inde>.<k): T_he
in adjacent positionsn, i.e. 10 P(X,, x|Xm—_1.%), as well, e.g., [16]. determination ofLg)dh(«) for an arbitrary but fixed bite

8 X <

x>

Block diagram for a transmission system with ISCD.

found in the literature, e.g. [6]-[8]. The terf(z) quantifies
the bitwisea priori information which determines whether a
data bitz=-+1 or z=—1 is more likely.

The two termsLESL%  (x) mark so-called extrinsic in-
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at iteration steps is given by N = 15 iterations

EXIT Characteristic EXIT Characteristic
ext], of Channel Decodin of Channel Decodin
L3 (w(l)) = (1) el Reeeany emer e
>y WLeXt]’“(xfxﬂ, Xp—1|re(le) = +1) - ap_1(Xp—1) 5 | Decoding 5 | EXIT Charact.
SR o |- Tunnel ~__ .| of SDSD :
log — . &2 £ _
i, ) k)
> ’YI[CEX]'K(XESXt]aXk71|$k(lz) =-1) ap-1(Xk-1) & & _I?g_:ggtlgg :
Text] Xp_ 1 =" " J ry g
k 58 L 88 A
= EXIT Charact| & 7\
The outer summation in (1) runs over al=! = |V|/2 of SDSD : —new SDSD
possible realizations ofl™! which stands for the bit pattern ~ EXIT Trajectory
xi excluding the data bits;(I,) under consideration. The 00 7o i i 00 Zee 7l i
inner summation runs over & = |V| possible realizations b rTsbsp b 17Ssp
of x;_1. The extrinsic innovation is given by Fig. 2. Exemplary EXIT charts of ISCD at a channel conditiénip /Ny =
; —4.0 dB and a temporal parameter correlation of= 0.9. Left subplot:
’y,&ex]’ﬁ(xfxq, Xp—1|xg(lz)) = P(xfxr]|xk(lm), Xk—1)+ (2) EXIT characteristics and decoding tunnel. Right subplatasured decoding
w (l) trajectory for N = 15 iterations.
x input],
exp Yy = Legeg™(a(1)).
i,

Note that in case of channel decoding the mapping from

The term P(x{®Y|z4(1,),x,-1) can be derived from the 78" to 7239 depends on the channel qualit /Ny, because
conditional probabilityP (x,|x;_1 ). Note, the bit under con- L(z|y) is always implied in the determination &5 () (see
siderationz(l,.) is excluded from the summation in (2). Fig. 1). Figure 2 (left subplot) depicts an exemplary EXIT
Updates in timek (after k = N iterations): Before chart for ISCD at a channel conditioh; /N, = —4dB for
proceeding from frameé: to the next framek + 1, the term the setup denoted Config3, to be discussed in detail in

o (x) is obtained after the total number ef= N iterations Section IV.

by the forward recursion [8], [33] The opendecoding tunneindicates that the system might
converge after a certain number of iterations. The measured
k(X)) = Y k(%k Xko1) - o1 (X1) (3)  decoding trajectoryis given in the right subplot for Fig. 2. In
Xk—1 this example, convergence is achieved aftet= 15 iterations.
with the innovation The decoding trajectory should reach the upper right corner

w of the EXIT chart. The decoding trajectory is measured in the
Yo (X, Xi—1) = P(Xp|Xp_1)-exp Z x’;(” ~L§'§’§S’N(zk(l)) _actual ISCD system configurations, while the chargctes'slf
=1 the source and channel decoders are measured independently
4 From the EXIT chart we can usually determine the neces-
As initial values serven (xo) = P(x) (probability distribution  sary number of iterationsv for convergence. However, the
of x). . ) . X EXIT characteristic of SDSD does not define a reliable bound
After several iterative refinements of.S5"(x) and for the decoding trajectory, as can be seen in the right subpl
LEYL5 (), individual estimates of, are obtained by MMSE of Fig. 2. In this example the decoding trajectayershoots

estimation on parameter level [3], [8]. the classic EXIT characteristic of SDSD [24], [25].

IIl. EXIT CHART ANALYSIS FORISCD
A. EXIT Charts for ISCD B. Overshooting Effect

For the analysis and the prediction of the convergenceThe overshooting (or undershooting) effect can also result
behavior of iterative Turbo processes, the EXIT chart (agic  from a too small interleaver size, e.g. [19]. However, weehav
information transfer chart) analysis tool has been progoseonfirmed by simulation that the interleaver size3060 bits,
in [19]. In what follows, we briefly review the EXIT chart used for the example in Fig. 2, is sufficiently large. In owsea
approach. For a thorough description of EXIT charts, werrefthe overshooting mismatch is due to the fact that the SDSD
the reader to [19]. exploits inter-frame parameter correlation, i.e., thewdste

In an EXIT chart each constituent decoder of the Turb@dependencies between consecutive frames. Similar tdlgeria
process is represented by an EXIT characteristic. For tifigncatenated channel codes (SCCCs), ISCD operates on a
purpose, the mutual information measué ;-) is applied frame-by-frame basis, but in contrast to SCCCs, infornmatio
to the input/output relation of each individual decoderr Fdrom the previous framé: — 1 is exploited in the SDSD
the constituent decoders of an ISCD scheme we have:  (indicated by the factot 1 (xx—1) in (1)).

« SISO channel decoding: The dependency on the previous frame- 1 leads to a

apri] et lext] o lext] mismatch when determining the EXIT characteristic and the
Icp " = I(x; Lspsp(r)) — Igp' =Z(w; Lep (x)) decoding trajectory. This is visualized in Fig. 3. The irasiag

¢ Soft.-deC|S|0n source decoding: gray scales in Fig. 3-b) illustrate the increasing relitibd of

78N — T(0; LB (2)) — 7Y = T(2; LY (2)).  au_1(xx_1) for the different iterations:.

IEEE Transactions on Communications, vol. 59, no. 9, pp622@13, Sep. 2011, DOI: 10.1109/TCOMM.2011.062311.09001 3/8



Framek —1 1 Framek the decoding trajectory and will be denotedBXIT trajectory

akil(inl) for i ‘ @ bound
e lapr l l’é—> o
specificZspsp Eval. of (1) If the SDSD and channel decoder characteristic intersect

| or if the iterative process does not fully converge, we canno
a) Determination of a point of the classic EXIT charactégist use the error-free feed-"forward” assumption. In this cage
generateL[gg’S“g’N(x) following a Gaussian distribution with
Framek varianceos? and meany, which represent the intersection
point zgagg‘gimers according too, = J~'(Z85h erd @nd
ta = 02/2 [19]. TheseL-values are solely used to update
ag(xg) via (3) and (4). An example of this case is given in
Config. A in Sec. IV.
The new EXIT trajectory bound is depicted in Fig. 2 for
Config. B (see below). It can be seen that the decoding
trajectory is delimited by the channel decoder EXIT charac-
-1 (Xk—1) @ﬁef\V@ teristic and the new SDSD EXIT trajectory bound. Note that
x = N iterations . . -
the new EXIT trajectory bound does not provide a sufficient
condition for convergence. The convergence condition of an
open decoding tunnel between the classic EXIT charadtesist
Fig. 3. llustrations for the determination of the classkIE characteristic _Sti"_ has to be fulfilled. The EXIT trajectory bound _however
and the new trajectory bound indicates that, although only a very narrow decoding tunnel
is present, a smaller number iterations as expected isreztjui
for convergence in the real ISCD system.
The classic EXIT characteristic somputedusing (1), (4)  Finally, it should be mentioned that the reason for the over-
and (3), with thesamelevel of reliability in framek — 1 and  shooting effect lies in the inter-frame parameter corietat
in framek (same gray scale in Fig. 3-a)). The proposed extension of the EXIT characteristic is only

In contrast, theneasuredSCD decoding trajectory is basednheeded if ISCD is configured for exploiting this correlation
on differentlevels of reliability, as indicated by the different
gray scales in Fig. 3-b). The,_1(x;_1) at framek — 1 are IV. EXIT CHART BASED SYSTEM DESIGN
more reliable than the;, (x;). The difference becomes smaller Most communication systems in service today have been
with increasing iteration countey. designed for non-iterative receivers. However, in [4]-[6]

If the ISCD system has fully converged at time inhas been shown that even in these systems, improved error
stant k — 1, the input L-values L[S'“ngg’N(x) at the final correcting and parameter reconstructing capabilities lsan
iteration (< = N) can be considered as perfectly reliablachieved by using ISCD at the receiver. Larger gains can
(z([fgﬂ — 1hit). In this case, the innovation (4) at timebe realized with especially optimized settings, which regu
k — 1 becomes perfectly reliable leading to perfectly reliablsome modifications of the transmitter. The optimization of
ak—1(xk—1) (which are evaluated by (3) using,_»(xx—2)). the index assignment and channel encoding (see Fig. 1) for
Those highly reliablev;_; (x;—1) are used in the next framelSCD has been extensively studied in the literature, €8j,, [

b) ISCD system & new EXIT trajectory bound

k to determine the extrinsic information using (1). [24], [34]. We choose as a starting point for the EXIT chart
based system design the following Config.which we have
C. New Trajectory Bound proposed in [8].

Hence, for a better prediction of the decoding trajectory of For all Configs.A-D, we assume that the bit budget on the

ISCD, we have to extend the classic approach for computiH&nSmiSSion link is fixed t@ w)/rcc (plus some terminat-

the EXIT characteristic [19], [25]. This extension has tketa N9 Pits). In addition, the index assignment and the channel

into account the different levels of reliability. code shall be designed such _that the. EXIT characteristics
Initially, we assume that the iterative process has led 8 Source and channel decoding provide the utmost open

1 bit, i.e., it has converged. This may bedecodm_g tunnel. In the simulation e>.<amples, we assume a

correlation ofp = 0.9 or less. Such high correlation values

to the present one. have been observed in typical speech codecs, see, e.g., [3],

The first step in the computation of the EXIT trajector)[35]' [36].
bound is identical to the computation of the classic EXIT\ pofarence Design — Config.
characteristic. After executing SDSD for frarhkewe have to
prepare the decoder for the next frarher 1: The update
of ay(xy) according to (3) has to be executed. In ord
to take into account the error-free feed-“forward”, we s
ak(xk) = 1 if x; corresponds to the transmitted bit patter
and ay(x;) = 0 for all [V]| — 1 other potential bit patterns.
This emulates the behavior of the converged system. The S@optimized index assignments show some similarities withintiped
computed novel characteristic can be taken as upper bounddmstellations in modulation, see e.g., [37]

7lapri ~
SDSD,final ™~ )
considered as error-free feed-“forward” from precediragfes

After Lloyd-Max quantization (LMQ) of the source codec
darameters taw = 3 bits, index assignment and bit map-
é}ing are carried out according to the EXIT optimized index
ﬁssignmeﬁtwhich we have proposed in [8] and which maxi-
mizesI[SeSgDymax(the anchor point for the EXIT characteristic
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of SDSD). An S-random bit interleavedl is applied to a 25 it :Dl 1.0
single frame. Finally, the resulting bit patterns are clenr §§ Config. B
encoded by a terminated, ratg¢2 recursive non-systematic @' i\l """ s
convolutional code withG = (12, 13),, 2 38 :
(177 17)8 % 10 NO " (1.0,1.0)
B. Redundant Index Assignments and Bit Rate Allocation ¢ 00 e zled
The findings in [21], [38], [39] indicate that the innel*% 1
code of a serially concatenated system should be of r £ & - —a| 079
rge = 1 if iterative, Turbo-like decoding is employed. In § %\]9) ;
the context of ISCD, a rate-1 recursive systematic code w : [ ‘ ‘ =" - (0.75,0.96)
. . o . 1, J Es/No range ga ‘
partial puncturing of the systematic bits has been intreduc 2 - ; IV, o~
; . . . L—Z==—"— improvem. . : / Config. A
in [40], in order to allocate more bits to source coding. 0 0 :
The spare bit budget due ¢ = 1 can either be utlized —© -5 4 -3 -2 -1 0 0 7, 74, 1
for quantization with higher resolution (increased number Es/No [dB]

|V*| of quantlzer-levels) or for a redundant index aSSIQnmth . 4. Simulation results for Configsl (dashed) and3 (solid). Correlation
with regard to higher error robustness (number of data b§s (.9, rs = 500 parameters per frame, code book §f#é = 8. Config. A:
w* > log, [V]), or both w* > log, [V*]). In the present and rcc = 1/2 channel code. ConfigB: r&; = 1 channel code.

the succeeding Sections IV-B and IV-C, we focus on the

redundant index assignment. In Section 1V-D we address the

quantization with higher resolution in terms of a multi-neodC. Irregular Index Assignments & Unequal Error Protection
scheme.

Several powerful redundant index assignments based
block codes of ratern = w/w*, with w* > w, have
bgen prqposed [1.7]’ [26]. Under c_ertam conditions, even qnstead of using the same redundant index assignment
simple single parity check code with* = w + 1 can be

sufficient [17], [22], [23], [26]. The relevant design crii@n is Xm = q)(v"i) for all T?d:.ﬁl’ N .,J\/{jqu;ntlz_edd source codec
a minimum Hamming distance of,, > 2 between the index parameterg,, a set of different redundant index assignments

> . . = .
bit patternsx, such that the EXIT characteristic of SDSD caﬁNIth different rat?ST'A’m Wi /W3, .|s used. Howeyer, the
. . xi] total number of bits for a complete bit sequerceemains the
reach the theoretically maximum valBiglap .= H(x) [17], . S : . .
: /max same. The primary motivation for irregular index assigntaen
[22], [26]. The redundancy introduced by the a block code is .
S IS that an EXIT characteristic for SDSD can be constructed
exploited in the SDSD. : - )
) . . which matches the channel decoder characteristic cordityer
Figure 4 shows a comparison of this setup (Confid). . o :
. . ' . well. The resulting EXIT characteristic is the weighted sum
with the reference design (Configl). As performance cri-

terion serves the parameter SNR, ie., the signal-to—no%\éer all EXIT characteristics of the sub-components. Weehav

ratio between unquantized paraméte:'rsé,nd reconstructed app“ed th? concept of ‘rfeg.“'af codes for the context ofSC

parameters. We use a redundant index assignment consisting [27] while a similar principle has been proposed for ISCD
: With VLCs in [41].

of w = 3bit natural binary index assignment followed by . : . _ .

a systematic(6, 3) block code [26] Thus, the block coded]c I'Il'he_ '”eglt’_'af |rl_dex ass;gnm;gt '327“?””0' by solving the
bit patternsx are of lengthw* = 2w. The rater{.=1 ollowing optimization problem [20], [27]
convolutional code uses the generator polynor@lat (}—‘;)8.

The parameter SNR curves of Confid. are reproduced

as dashed lines. The solid lines and the upper EXIT Ch%ﬂbject to
depict the results for the given setup with the ratg = 1
convolutional code. It can be seen thatfayNo = —4.0 dB) Ca>d (6)

The concept of redundant index assignments can be ex-
{8ded towards so-called irregular index assignmentkviel
ing the idea of irregular codes [20], [21].

Aopt = argmgnHCa— d||2 (5)

the ISCD system according to Configl suffers from an T 8 = A taret @)
intersection of the EXIT characteristics &I 7/%4) ~ F'A eee

(0.75,0.96) due to the anchor point of the SDSD characteristic Za' 1 and O<a <1 ®)
at ZE335 max= 0.79. In contrast, the system according to Con- = =

fig. B does not suffer from the intersection anymore. In com-
parison to ConfigA, the maximum SNR of4.6dB, which is The matrixC (with dim C = S x F") containsS sample points
due to the quantization noise{|z — ©|*}, can be maintained of each of theF distinct SDSD EXIT characteristics of the
for lower channel SNRs. However, fab;/Ny < —4.2dB, different index assignments. The vectbrcontainsS sample
Config. A achieves a higher SNR than Config. points of the inverse channel decoder EXIT characteristit a
For both configurations, the new EXIT trajectory boungia = (rja1,...,7a,#)7 is @ column vector containing the
allows a precise prediction of the number of iterations necates of the different utilized index assignments. The syimb
essary to reach the upper right corner (or the intersectidr” in (6) requires that all elements of the left-hand side wect
respectively) in the EXIT chart (see the sub-plot in the tiglare greater than the corresponding element of the vectdreon t
part of Fig. 4). right-hand side.
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:01 1.0~ high-rate index assignment are more prone to decodingserror
§§ Config. C' than the ones encoded using lower-rate index assignments.
o i\l p:0_9:7 This effect can be explicitly taken into account in the desig
310 7 %8 5 of an ISCD scheme by adding an additional constraint to (5).
% | p=0.4 0 "LOL9 | Let us assume that at leabfgh < M parameters are of high
o 0 Ig‘g“ljgggD 1 importance and shall be encoded using low-rate assignments
% | \p=0.7 1 _ the constraint
= _ o | Config. C
E 5} 58 p:04 Jiim Jiim
S T : My~ ) a; > Mhigh (10)
= ‘ :" """ 7 | Z Z T W - Tia target J * TA target 9
E,/No rangg %\]8 3 .
0 improv. 0 (1L010) | can be added to the optlmlzatlon problem (5)- (8), with,
-5 -4 -3 -2 -1 0 I?é)"ll[seonslp defined such thatia ; = =% < 7iatarget Vi € {1,.. ., jim}.
Es/No [dB] This scheme presents an alternatrve to the UEP scheme based

: . , _ _ _on ISCD as proposed in [42].
Fig. 5. Simulation results for Config®&® (dashed) and” (solid). Correlation

p € {0.9;0.7;0.4}, M = 500 parameters per frame, code book digé = 8.
Config. B: regular index assignment. Confi: irregular index assignment,

NB = NC — 25 iterations D. Multi-Mode Scheme

In Sections IV-B and IV-C, the ratef. = 1 channel code
leaves a spare bit budget which has been utilized for the
redundant index assignment. As an alternative, (partshaf) t
spare bit budget can be exploited to lower the quantization

The outcome of the optimization are weighisy, which
denote the fraction of bits (after index assignment) to b
encoded with each distinct assignment. Constraint (6)ressu .
that an open EXIT decoding tunnel is present while consItrarnOIse Any numbefVv*| of quantrzer reproduction levels

IS possible as long alV*| < 2*" [26], leading to a trade-

(7) guarantees that the resulting rate of the index assighme
is as desired [20]. The problem (5)-(8) can be solved nume?rf-f between quantization with higher resolution and recamid

. index assignment with regard to higher error robustness (se
cally [20], [21]. U_smga, the_number of parameteﬂM@; t(.) be Sec. IV-B). Different realizations of this trade-off can bged
encoded by the index assignment of rajg; = == is given

J

to construct a multi-mode system with dynamically spldtin

by [27] the available bit rate between quantization and error ptiote
A a;wM aecording to the instantaneous quality of tne radio channel
M,; =rnd e md | —————|, (9)  with this channel quality dependent adaption of the source
1A target W; - TA target . . .
and channel coding budgets, we have an iterative pendant to
with rnd denoting rounding to ensuE My» = M. the findings in [43] for the non-iterative case.

A simulation example is shown in Frg 5 with Con- Figure 6 shows the simulation results for such a multi-mode
fig. B (dashed curves) as reference. Instead of the blosistem (Config.D). The bold curve depicts the parameter
coded index assignment an irregular index assignment c@NR envelope for several values ¢¥*| between2 and
sisting of three constituent index assignments of leng#f2 with N = 25 iterations each. In contrast to [26], each
w* € {4,5,12} bit, has been used. Each of these constituettirve is obtained using specifically optimized irregulaier
index assignments is applied to a certain number of passignments according to Sec. IV-C. Values|®f| > 32
rameters,M,,- € {193,208,99}; the index assignment with

* = 4 is usedM,» = 193 times and so on. The overall
number of bitsxz in the bit sequencex remains to be
TIAtar_get = wiM, +=3000. Even though the irregular index
assignment has ‘once been optimized foe 0.9, it yields o Envelope for|V*| =2, 3 4,5, 6
gains ranging between 0.5 and 1 dB in terms of channel quaz 2ol..7.8,10,12,14,16, 24, 32 |eVe|S _
for different values ofp.

In the right part of Fig. 5, EXIT charts of the 1IscD ¥

system with irregular index assignments are giveryfer 0.9 % L V*| 2 S levels '(Configc)
(Es/No = —4dB) andp = 0.4 (E,/Ny = —25dB). The S1oL —= 7 AT 1

EXIT trajectory bound (dash-dotted lines) of the irregul: 8 f_/f/ V=5 Ievelj\

index assignment is obtained by a weighted superposition

the different constituent trajectory bounds. Foe= 0.4, the /'W*l = 2/Ievels V| :\32 levels
overshooting effect is less pronounced due to the lower-int (=== : : :
frame correlation and the classic EXIT characteristic adse 9 8 -7 6 5 -4 8 -2 -1 0 1 2

presents a proper limit for the decoding trajectory. Es/No [dB]

Besides f|nd|ng the optlmal EXIT characteristic of SDSDFIrg 6. Simulation results for ConfigD with NP = 25 iterations as well

irregular index assignments also lead to inheter@qual error  as the performance bound OPTA. Correlatior- 0.9, M = 500 parameters
protection(UEP). Those parameters that are encoded usingpei frame, code book siZé&/| = 8.
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cannot be used, as far* = 6 bit, there exists at least one [5]
pair of bit patterns with a Hamming distance &fi, = 1.

The bold curve represents the parameter SNR of a mult[e
mode system with perfect adaptation to the instantaneous
channel quality. This means that always the specific mode
(i.e., the combination of code bodk* and redundant index
assignment®*(-)) will be selected which offers the highest
parameter SNR.

In addition, as a reference tloptimum performance theo-
retically attainable(OPTA) as defined in [44], [45] is depicted [g]
for a scalar Lloyd-Max quantizer (LMQ) and auto-correlated
samples 4 = 0.9). It can be seen that the adaptive multi-mode
system offers a performance that is very close to the optimyig;
in moderate and good channel conditions. The depicted OPTA
limit has been approximated using the low-distortion agsum
tion and is only tight for a parameter SNR 12.8dB [44]
(the high-distortion regime is indicated by the dashed Ime
Fig. 6). (12]

In contrast to prior adaptive multi-mode joint source-
channel coding systems like the GSM-AMR (adaptive multji3]
rate) [46], [47], the (inner) channel coding component does
not need to be adapted. The number of data bifgrovided
to the channel encoder is the same for all combinations.

(8]

[11]

[14]

V. CONCLUSIONS [15]

In this article we discussed EXIT chart based system design
for ISCD with FLCs. First, we analyzed the overshooting
effect of the decoding trajectory which is mainly due to inte [16]
frame parameter correlation. This had not been taken into
account in classic EXIT charts so far. We proposed a nove},
extension to the EXIT chart technique, yielding an EXIT
trajectory bound which provides a significantly better timi
for the ISCD decoding trajectory. In the second part of tl{(lesl
paper, the EXIT chart technique and its new trajectory bound
extension have been applied for the design and the analfysis o
several advanced ISCD system configurations. This includ&¥
regular and irregular redundant index assignments, whld y
significant performance improvements in terms of paramei@®l
SNR. We have shown how unequal error protection capalsilitie
can be incorporated into the system design. Finally, a mulfpy;
mode ISCD system which operates close to the theoretical
OPTA limit has been presented. 22]
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