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Abstract—Audio-visual source encoders for digital wireless
communications extract parameter sets on a frame-by-frame
basis. Due to delay and complexity constraints these parameters
exhibit some residual redundancy which manifests itself innon-
uniform parameter distributions and intra- as well as inter-
frame correlation. This residual redundancy can be exploited
by iterative source-channel decoding (ISCD) to improve the
robustness against impairments from the channel. In the design
process of ISCD systems the well known EXIT charts play a key
role. However, in case of inter-frame parameter correlation, the
classic EXIT charts do not provide reliable bounds for predicting
the convergence behavior of ISCD. We explain the reasons for
the so-called overshooting effect and propose a novel extension
to the EXIT chart computation which provide significantly
better bounds for the decoding trajectories. Four advanced
ISCD system configurations are proposed and investigated using
the benefits of the improved EXIT chart based system design.
These configurations include regular and irregular redundant
index assignments. In addition, we incorporate unequal error
protection in the optimization of irregular index assignments.
We show how to realize a versatile multi-mode ISCD scheme
which operates close to the theoretical limit.

Index Terms—Iterative Source-Channel Decoding (ISCD), Soft
Decision Source Decoding (SDSD), Turbo Principle, EXIT Chart.

I. I NTRODUCTION

T HE design of digital wireless communication systems
always comprises a trade-off between coding efficiency

and error robustness. Usually, some residual redundancy re-
mains after source encoding due to delay and complexity
constraints. This natural redundancy manifests itself in non-
uniform parameter distributions and intra- as well as inter-
frame correlation. It can be exploited at the receiver to increase
the error robustness, e.g., [1]–[3].

In this paper, we consider iterative source-channel decod-
ing (ISCD) [4]–[8], which originated from source controlled
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channel decoding [2], [9]. In each decoding step of ISCD, the
source statistics are used to iteratively refine the extrinsic reli-
abilities in a Turbo like process [10]. A transmission scheme
using ISCD can be considered as a concatenation of a soft-
input/soft-output (SISO) channel decoder and a softbit or soft-
decision source decoder (SDSD) [3]. In the literature, ISCD
has been applied to systems employing variable-length codes
(VLCs) and fixed-length codes (FLCs). The VLC case, in
which ISCD improves the segmentation of the bit stream at the
receiver, is not the topic of this article and we refer to the liter-
ature for more details, e.g. [11]–[13]. In this paper we focus on
FLCs. The benefits of ISCD with FLCs have successfully been
demonstrated for several applications such as GSM and wide
band adaptive multi-rate (WB-AMR) speech transmission [14],
[15] and image/video transmission [16]–[18].

The EXIT chart [19] technique is a well-known analysis
and optimization tool for Turbo-like systems [19]–[21] such
as ISCD. However, for ISCD system designs exploiting inter-
frame correlation [8], [22], [23], the EXIT decoding trajectory
“overshoots” the EXIT characteristics of SDSD, e.g. [24], [25],
especially during the first iterations. We give reasons for this
overshooting effect [25] and we propose a novel extension for
determining an EXIT decoding trajectory bound of SDSD.

The EXIT chart technique and its new trajectory bound
extension is applied in design and analysis of several advanced
ISCD system configurations. It is shown that redundant index
assignments may outperform conventional non-redundant in-
dex assignments in the context of ISCD [17], [22], [23], [26].
Using EXIT charts and the concept of irregular codes [20],
[21], we design capacity-achieving ISCD systems by employ-
ing irregular index assignments [27]. Unequal error protection
can be effectively incorporated into this concept. Finally, we
propose a versatile multi-mode system based on ISCD.

All presented system configurations use convolutional codes
as inner channel coding component. Instead of convolutional
codes, all kind of channel codes, for example block codes [26],
low-density parity-check (LDPC) codes [28], [29], or Turbo
codes [30], [31], are applicable as long as the respective SISO
decoder is able to generate extrinsic information. The design
rule in [32] recommends a recursive inner code for serially
concatenated systems.

The paper is structured as follows. In Section II we briefly
review the ISCD principle. In Section III we explain the reason
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for the overshooting effect and propose the novel extension
for determining the EXIT trajectory bound. In Section IV,
advanced ISCD system configurations are derived using the
extended EXIT chart approach.

II. T HE ISCD PRINCIPLE

A. Transmitter

We consider the ISCD transmission scheme of Figure 1.
A parametric source encoder extracts a parameter vectorvk
from the k-th segment of the input signal. The vectorvk
shall consist ofM scalar source codec parametersvm,k,
m = 1, . . . ,M . The M source codec parametersvm,k

are individually quantized to quantizer reproduction levels
v̄m,k ∈ Vm. The quantizer code booksVm of size |Vm|
are fixed. Usually,wm = log2(|Vm|) quantifies the length
of the bit patternxm,k = Φm(v̄m,k) after index assignment
and bit mapping, i.e.,xm,k consists ofwm (bipolar) bits
xm,k(l) ∈ {+1,−1} with l = 1, . . . , wm. The bit patterns
usually exhibit some natural residual source redundancy (pa-
rameter distribution, correlation) which can be quantifiedby
the conditional probability mass function1 P (xm,k|xm,k−1).
The complete frame of bit patterns representing the vectorvk
is denoted asxm,k = (x1,k, . . . ,xM,k).

For convenience, we assume in what follows that the
quantizer code books and index assignments are the same
for all M source codec parametersvm,k, i.e. we can write
V = Vm, w = wm, andΦ(·) = Φm(·) for all m = 1, . . . ,M .
Moreover, wherever possible without risk of confusion we skip
the indices for timek, positionm, and bit l.

Next, a block-type bit interleaverΠ of sizeM ·w is applied
to a framexk of bit patterns. If an additional delay is tolerable,
the interleaver can also be applied to several consecutive
frames [8], however, this case is not considered here. In what
follows, the notation will always refer to the deinterleaved
domain if there is no risk of confusion.

Finally, a channel code of raterCC expands the interleaved
framexk of bit patterns to a sequencey

k
of sizeM w/ rCC

with code bitsy(l), l = 1, . . . ,Mw/rCC. As already men-
tioned, we restrict our considerations to convolutional codes.

The individual code bitsy are BPSK-modulated with sym-
bol energyEs and transmitted over a memoryless AWGN
channel with noise power spectral densityN0/2.

B. Receiver with ISCD

The aim of iterative source-channel decoding(ISCD) is to
determine thea posterioriL-values [10]L(x|z) for a single
data bitx given the complete history of received sequencesz.
For this purpose, channel-relatedL-valuesL(z|y) (or L(z|x)
in case of a systematic bit, respectively) are jointly exploited
with the artificial redundancy from channel coding as well
as the natural residual source redundancy on parameter level
(distribution, correlation). The signal flow fromL(z|y) (or
L(z|x), respectively) toL(x|z) is illustrated in Fig. 1. A
detailed derivation and description of the ISCD receiver can be

1The ISCD algorithm can easily be extended to consider cross-correlation
in adjacent positionsm, i.e. toP (xm,k |xm−1,k), as well, e.g., [16].
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Fig. 1. Block diagram for a transmission system with ISCD.

found in the literature, e.g. [6]–[8]. The termL(x) quantifies
the bitwisea priori information which determines whether a
data bitx=+1 or x=−1 is more likely.

The two termsL[ext],κ
CD / SDSD(x) mark so-called extrinsic in-

formation [6], [10] and result from the evaluation of the
natural residual source redundancy (labeled with “SDSD”, soft
decision source decoding) and of the artificial channel coding
redundancy (labeled with “CD”). Here,κ denotes the iteration
counter. Concepts how to determine the extrinsic outputL-
value L[ext],κ

CD (x) of soft-input / soft-output (SISO) channel
decoding from the channel-related inputsL(z|x) resp.L(z|y),
the bit-wise a priori information L(x) and the extrinsic
information provided by an outer decoder are well known [10].

C. ExtrinsicL-value of Soft Decision Source Decoding

The determination rule for the extrinsicL-valueL[ext],κ
SDSD (x)

of SDSD shall briefly be reviewed next as it is essential to
understand the “overshooting” effect in the EXIT chart of
ISCD, which will be discussed in detail in Section III-B. The
rule is based on the BCJR algorithm [33].

Updates in the iterationκ (fixed frame indexk): The
determination ofL[ext],κ

SDSD (x) for an arbitrary but fixed bitx
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at iteration stepκ is given by

L[ext],κ
SDSD (x(lx)) = (1)

log

∑

x
[ext]
k

∑

xk−1

γ [ext],κ
k (x[ext]

k ,xk−1|xk(lx) = +1) · αk−1(xk−1)

∑

x
[ext]
k

∑

xk−1

γ [ext],κ
k (x[ext]

k ,xk−1|xk(lx) = −1) · αk−1(xk−1)
.

The outer summation in (1) runs over all2w−1 = |V|/2
possible realizations ofx[ext]

k which stands for the bit pattern
xk excluding the data bitxk(lx) under consideration. The
inner summation runs over all2w = |V| possible realizations
of xk−1. The extrinsic innovation is given by

γ [ext],κ
k (x[ext]

k ,xk−1|xk(lx)) = P (x[ext]
k |xk(lx),xk−1) · (2)

exp

w
∑

l=1
l 6=lx

x(l)

2
· L[input],κ

SDSD (x(l)) .

The term P (x[ext]
k |xk(lx),xk−1) can be derived from the

conditional probabilityP (xk|xk−1). Note, the bit under con-
siderationx(lx) is excluded from the summation in (2).

Updates in timek (after κ = N iterations): Before
proceeding from framek to the next framek + 1, the term
αk(xk) is obtained after the total number ofκ = N iterations
by the forward recursion [8], [33]

αk(xk) =
∑

xk−1

γk(xk,xk−1) · αk−1(xk−1) (3)

with the innovation

γk(xk,xk−1) = P (xk|xk−1)·exp

w
∑

l=1

xk(l)

2
·L[input],N

SDSD (xk(l)) .

(4)
As initial values serveα0(x0) = P (x) (probability distribution
of x).

After several iterative refinements ofL[ext],κ
CD (x) and

L[ext],κ
SDSD (x), individual estimates of̂vk are obtained by MMSE

estimation on parameter level [3], [8].

III. EXIT C HART ANALYSIS FOR ISCD

A. EXIT Charts for ISCD

For the analysis and the prediction of the convergence
behavior of iterative Turbo processes, the EXIT chart (extrinsic
information transfer chart) analysis tool has been proposed
in [19]. In what follows, we briefly review the EXIT chart
approach. For a thorough description of EXIT charts, we refer
the reader to [19].

In an EXIT chart each constituent decoder of the Turbo
process is represented by an EXIT characteristic. For this
purpose, the mutual information measureI(· ; ·) is applied
to the input/output relation of each individual decoder. For
the constituent decoders of an ISCD scheme we have:

• SISO channel decoding:

I
[apri]
CD = I(x;L[ext]

SDSD(x)) → I [ext]
CD = I(x;L[ext]

CD (x))
• Soft-decision source decoding:

I [apri]
SDSD = I(x;L[ext]

CD (x)) → I [ext]
SDSD = I(x;L[ext]

SDSD(x)).
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Fig. 2. Exemplary EXIT charts of ISCD at a channel condition of Es/N0 =
−4.0 dB and a temporal parameter correlation ofρ = 0.9. Left subplot:
EXIT characteristics and decoding tunnel. Right subplot: measured decoding
trajectory forN = 15 iterations.

Note that in case of channel decoding the mapping from
I [apri]

CD to I [ext]
CD depends on the channel qualityEs/N0, because

L(z|y) is always implied in the determination ofL[ext]
CD (x) (see

Fig. 1). Figure 2 (left subplot) depicts an exemplary EXIT
chart for ISCD at a channel conditionEs/N0 = −4dB for
the setup denoted Config.B, to be discussed in detail in
Section IV.

The opendecoding tunnelindicates that the system might
converge after a certain number of iterations. The measured
decoding trajectoryis given in the right subplot for Fig. 2. In
this example, convergence is achieved afterN = 15 iterations.
The decoding trajectory should reach the upper right corner
of the EXIT chart. The decoding trajectory is measured in the
actual ISCD system configurations, while the characteristics of
the source and channel decoders are measured independently.

From the EXIT chart we can usually determine the neces-
sary number of iterationsN for convergence. However, the
EXIT characteristic of SDSD does not define a reliable bound
for the decoding trajectory, as can be seen in the right subplot
of Fig. 2. In this example the decoding trajectoryovershoots
the classic EXIT characteristic of SDSD [24], [25].

B. Overshooting Effect

The overshooting (or undershooting) effect can also result
from a too small interleaver size, e.g. [19]. However, we have
confirmed by simulation that the interleaver size of3000bits,
used for the example in Fig. 2, is sufficiently large. In our case,
the overshooting mismatch is due to the fact that the SDSD
exploits inter-frame parameter correlation, i.e., there exist
dependencies between consecutive frames. Similar to serially
concatenated channel codes (SCCCs), ISCD operates on a
frame-by-frame basis, but in contrast to SCCCs, information
from the previous framek − 1 is exploited in the SDSD
(indicated by the factorαk−1(xk−1) in (1)).

The dependency on the previous framek − 1 leads to a
mismatch when determining the EXIT characteristic and the
decoding trajectory. This is visualized in Fig. 3. The increasing
gray scales in Fig. 3-b) illustrate the increasing reliabilities of
αk−1(xk−1) for the different iterationsκ.
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Fig. 3. Illustrations for the determination of the classic EXIT characteristic
and the new trajectory bound

The classic EXIT characteristic iscomputedusing (1), (4)
and (3), with thesamelevel of reliability in framek − 1 and
in framek (same gray scale in Fig. 3-a)).

In contrast, themeasuredISCD decoding trajectory is based
on different levels of reliability, as indicated by the different
gray scales in Fig. 3-b). Theαk−1(xk−1) at framek − 1 are
more reliable than theαk(xk). The difference becomes smaller
with increasing iteration counterκ.

If the ISCD system has fully converged at time in-
stant k − 1, the input L-values L[input],N

SDSD (x) at the final
iteration (κ = N ) can be considered as perfectly reliable
(I [ext]

CD → 1bit). In this case, the innovation (4) at time
k − 1 becomes perfectly reliable leading to perfectly reliable
αk−1(xk−1) (which are evaluated by (3) usingαk−2(xk−2)).
Those highly reliableαk−1(xk−1) are used in the next frame
k to determine the extrinsic information using (1).

C. New Trajectory Bound

Hence, for a better prediction of the decoding trajectory of
ISCD, we have to extend the classic approach for computing
the EXIT characteristic [19], [25]. This extension has to take
into account the different levels of reliability.

Initially, we assume that the iterative process has led to
I [apri]

SDSD,final ≈ 1 bit, i.e., it has converged. This may be
considered as error-free feed-“forward” from preceding frames
to the present one.

The first step in the computation of the EXIT trajectory
bound is identical to the computation of the classic EXIT
characteristic. After executing SDSD for framek we have to
prepare the decoder for the next framek + 1: The update
of αk(xk) according to (3) has to be executed. In order
to take into account the error-free feed-“forward”, we set
αk(xk) = 1 if xk corresponds to the transmitted bit pattern
andαk(xk) = 0 for all |V| − 1 other potential bit patterns.
This emulates the behavior of the converged system. The so-
computed novel characteristic can be taken as upper bound for

the decoding trajectory and will be denoted byEXIT trajectory
bound.

If the SDSD and channel decoder characteristic intersect
or if the iterative process does not fully converge, we cannot
use the error-free feed-“forward” assumption. In this case, we
generateL[input],N

SDSD (x) following a Gaussian distribution with
varianceσ2

a and meanµa which represent the intersection
point I [apri]

SDSD,inters according toσa = J−1(I [apri]
SDSD,inters) and

µa = σ2
a/2 [19]. TheseL-values are solely used to update

αk(xk) via (3) and (4). An example of this case is given in
Config.A in Sec. IV.

The new EXIT trajectory bound is depicted in Fig. 2 for
Config. B (see below). It can be seen that the decoding
trajectory is delimited by the channel decoder EXIT charac-
teristic and the new SDSD EXIT trajectory bound. Note that
the new EXIT trajectory bound does not provide a sufficient
condition for convergence. The convergence condition of an
open decoding tunnel between the classic EXIT characteristics
still has to be fulfilled. The EXIT trajectory bound however
indicates that, although only a very narrow decoding tunnel
is present, a smaller number iterations as expected is required
for convergence in the real ISCD system.

Finally, it should be mentioned that the reason for the over-
shooting effect lies in the inter-frame parameter correlation.
The proposed extension of the EXIT characteristic is only
needed if ISCD is configured for exploiting this correlation.

IV. EXIT C HART BASED SYSTEM DESIGN

Most communication systems in service today have been
designed for non-iterative receivers. However, in [4]–[6]it
has been shown that even in these systems, improved error
correcting and parameter reconstructing capabilities canbe
achieved by using ISCD at the receiver. Larger gains can
be realized with especially optimized settings, which require
some modifications of the transmitter. The optimization of
the index assignment and channel encoding (see Fig. 1) for
ISCD has been extensively studied in the literature, e.g., [8],
[24], [34]. We choose as a starting point for the EXIT chart
based system design the following Config.A which we have
proposed in [8].

For all Configs.A-D, we assume that the bit budget on the
transmission link is fixed to(M w)/rCC (plus some terminat-
ing bits). In addition, the index assignment and the channel
code shall be designed such that the EXIT characteristics
of source and channel decoding provide the utmost open
decoding tunnel. In the simulation examples, we assume a
correlation ofρ = 0.9 or less. Such high correlation values
have been observed in typical speech codecs, see, e.g., [3],
[35], [36].

A. Reference Design – Config.A

After Lloyd-Max quantization (LMQ) of the source codec
parameters tow = 3 bits, index assignment and bit map-
ping are carried out according to the EXIT optimized index
assignment2 which we have proposed in [8] and which maxi-
mizesI [ext]

SDSD,max (the anchor point for the EXIT characteristic

2Optimized index assignments show some similarities with optimized
constellations in modulation, see e.g., [37]



IEEE Transactions on Communications, vol. 59, no. 9, pp. 2406–2413, Sep. 2011, DOI: 10.1109/TCOMM.2011.062311.090019 5 / 8

5

of SDSD). An S-random bit interleaverΠ is applied to a
single frame. Finally, the resulting bit patterns are channel
encoded by a terminated, rate1/2 recursive non-systematic
convolutional code withG = (15

17
, 13

17
)8.

B. Redundant Index Assignments and Bit Rate Allocation

The findings in [21], [38], [39] indicate that the inner
code of a serially concatenated system should be of rate
r⋆CC = 1 if iterative, Turbo-like decoding is employed. In
the context of ISCD, a rate-1 recursive systematic code with
partial puncturing of the systematic bits has been introduced
in [40], in order to allocate more bits to source coding.

The spare bit budget due tor⋆CC = 1 can either be utilized
for quantization with higher resolution (increased number
|V⋆| of quantizer levels) or for a redundant index assignment
with regard to higher error robustness (number of data bits
w⋆ > log2 |V|), or both (w⋆ > log2 |V

⋆|). In the present and
the succeeding Sections IV-B and IV-C, we focus on the
redundant index assignment. In Section IV-D we address the
quantization with higher resolution in terms of a multi-mode
scheme.

Several powerful redundant index assignments based on
block codes of raterIA = w/w⋆, with w⋆ > w, have
been proposed [17], [26]. Under certain conditions, even a
simple single parity check code withw⋆ = w + 1 can be
sufficient [17], [22], [23], [26]. The relevant design criterion is
a minimum Hamming distance ofdmin ≥ 2 between the index
bit patternsx, such that the EXIT characteristic of SDSD can
reach the theoretically maximum valueI [ext]

SDSD,max= H(x) [17],
[22], [26]. The redundancy introduced by the a block code is
exploited in the SDSD.

Figure 4 shows a comparison of this setup (Config.B)
with the reference design (Config.A). As performance cri-
terion serves the parameter SNR, i.e., the signal-to-noise
ratio between unquantized parametersv and reconstructed
parameterŝv. We use a redundant index assignment consisting
of w = 3bit natural binary index assignment followed by
a systematic(6, 3) block code [26] Thus, the block coded
bit patternsx are of lengthw⋆ = 2w. The rater⋆CC = 1
convolutional code uses the generator polynomialG = (10

17
)8.

The parameter SNR curves of Config.A are reproduced
as dashed lines. The solid lines and the upper EXIT chart
depict the results for the given setup with the rater⋆CC = 1
convolutional code. It can be seen that (atEs/N0 = −4.0 dB)
the ISCD system according to Config.A suffers from an
intersection of the EXIT characteristics at(I [ext]

SDSD, I
[ext]
CD ) ≈

(0.75, 0.96) due to the anchor point of the SDSD characteristic
at I [ext]

SDSD,max= 0.79. In contrast, the system according to Con-
fig. B does not suffer from the intersection anymore. In com-
parison to Config.A, the maximum SNR of14.6dB, which is
due to the quantization noise E{|v − v̄|2}, can be maintained
for lower channel SNRs. However, forEs/N0 < −4.2dB,
Config.A achieves a higher SNR than Config.B.

For both configurations, the new EXIT trajectory bound
allows a precise prediction of the number of iterations nec-
essary to reach the upper right corner (or the intersection,
respectively) in the EXIT chart (see the sub-plot in the right
part of Fig. 4).
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C. Irregular Index Assignments & Unequal Error Protection

The concept of redundant index assignments can be ex-
tended towards so-called irregular index assignments, follow-
ing the idea of irregular codes [20], [21].

Instead of using the same redundant index assignment
xm = Φ(v̄m) for all m = 1, . . . ,M quantized source codec
parameters̄vm a set of different redundant index assignments
with different ratesrIA ,m = wm/w⋆

m is used. However, the
total number of bits for a complete bit sequencex remains the
same. The primary motivation for irregular index assignments
is that an EXIT characteristic for SDSD can be constructed
which matches the channel decoder characteristic considerably
well. The resulting EXIT characteristic is the weighted sum
over all EXIT characteristics of the sub-components. We have
applied the concept of irregular codes for the context of ISCD
in [27] while a similar principle has been proposed for ISCD
with VLCs in [41].

The irregular index assignment is found by solving the
following optimization problem [20], [27]:

aopt = argmin
a

‖Ca− d‖2 (5)

subject to

Ca ≻ d (6)

rTIAa = rIA,target (7)
F
∑

j=1

aj = 1 and 0 ≤ aj ≤ 1 . (8)

The matrixC (with dimC = S×F ) containsS sample points
of each of theF distinct SDSD EXIT characteristics of the
different index assignments. The vectord containsS sample
points of the inverse channel decoder EXIT characteristic and
rIA = (rIA ,1, . . . , rIA ,F )

T is a column vector containing the
rates of the different utilized index assignments. The symbol
“≻” in (6) requires that all elements of the left-hand side vector
are greater than the corresponding element of the vector on the
right-hand side.
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Fig. 5. Simulation results for Configs.B (dashed) andC (solid). Correlation
ρ ∈ {0.9; 0.7; 0.4}, M = 500 parameters per frame, code book size|V| = 8.
Config. B: regular index assignment. ConfigC: irregular index assignment,
NB = NC = 25 iterations

The outcome of the optimization are weightsaopt which
denote the fraction of bits (after index assignment) to be
encoded with each distinct assignment. Constraint (6) ensures
that an open EXIT decoding tunnel is present while constraint
(7) guarantees that the resulting rate of the index assignment
is as desired [20]. The problem (5)-(8) can be solved numeri-
cally [20], [21]. Usinga, the number of parametersMw⋆

j
to be

encoded by the index assignment of raterIA ,j =
w
w⋆

j

is given
by [27]

Mw⋆
j
= rnd

[

rIA ,j

rIA,target

]

= rnd

[

ajwM

w⋆
j · rIA,target

]

, (9)

with rnd denoting rounding to ensure
∑

j Mw⋆
j
= M .

A simulation example is shown in Fig. 5 with Con-
fig. B (dashed curves) as reference. Instead of the block
coded index assignment an irregular index assignment con-
sisting of three constituent index assignments of length
w⋆ ∈ {4, 5, 12} bit, has been used. Each of these constituent
index assignments is applied to a certain number of pa-
rameters,Mw⋆ ∈ {193, 208, 99}; the index assignment with
w⋆ = 4 is usedMw⋆ = 193 times and so on. The overall
number of bits x in the bit sequencex remains to be
wM

rIA,target
=
∑

w⋆
jMw⋆

j
=3000. Even though the irregular index

assignment has once been optimized forρ = 0.9, it yields
gains ranging between 0.5 and 1 dB in terms of channel quality
for different values ofρ.

In the right part of Fig. 5, EXIT charts of the ISCD
system with irregular index assignments are given forρ = 0.9
(Es/N0 = −4dB) and ρ = 0.4 (Es/N0 = −2.5dB). The
EXIT trajectory bound (dash-dotted lines) of the irregular
index assignment is obtained by a weighted superposition of
the different constituent trajectory bounds. Forρ = 0.4, the
overshooting effect is less pronounced due to the lower inter-
frame correlation and the classic EXIT characteristic already
presents a proper limit for the decoding trajectory.

Besides finding the optimal EXIT characteristic of SDSD,
irregular index assignments also lead to inherentunequal error
protection(UEP). Those parameters that are encoded using a

high-rate index assignment are more prone to decoding errors
than the ones encoded using lower-rate index assignments.
This effect can be explicitly taken into account in the design
of an ISCD scheme by adding an additional constraint to (5).
Let us assume that at leastMhigh < M parameters are of high
importance and shall be encoded using low-rate assignments,
the constraint

jlim
∑

j=1

Mw⋆
j
≈

jlim
∑

j=1

aj
wM

w⋆
j · rIA,target

≥ Mhigh (10)

can be added to the optimization problem (5)- (8), withjlim
defined such thatrIA ,j = w

w⋆
j

≤ rIA,target, ∀j ∈ {1, . . . , jlim}.
This scheme presents an alternative to the UEP scheme based
on ISCD as proposed in [42].

D. Multi-Mode Scheme

In Sections IV-B and IV-C, the rater⋆CC = 1 channel code
leaves a spare bit budget which has been utilized for the
redundant index assignment. As an alternative, (parts of) the
spare bit budget can be exploited to lower the quantization
noise. Any number|V⋆| of quantizer reproduction levels̄v
is possible as long as|V⋆| ≤ 2w

⋆

[26], leading to a trade-
off between quantization with higher resolution and redundant
index assignment with regard to higher error robustness (see
Sec. IV-B). Different realizations of this trade-off can beused
to construct a multi-mode system with dynamically splitting
the available bit rate between quantization and error protection
according to the instantaneous quality of the radio channel.
With this channel quality dependent adaption of the source
and channel coding budgets, we have an iterative pendant to
the findings in [43] for the non-iterative case.

Figure 6 shows the simulation results for such a multi-mode
system (Config.D). The bold curve depicts the parameter
SNR envelope for several values of|V⋆| between2 and
32 with N = 25 iterations each. In contrast to [26], each
curve is obtained using specifically optimized irregular index
assignments according to Sec. IV-C. Values of|V⋆| > 32
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Fig. 6. Simulation results for Config.D with ND = 25 iterations as well
as the performance bound OPTA. Correlationρ = 0.9, M = 500 parameters
per frame, code book size|V| = 8.
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cannot be used, as forw⋆ = 6 bit, there exists at least one
pair of bit patterns with a Hamming distance ofdmin = 1.

The bold curve represents the parameter SNR of a multi-
mode system with perfect adaptation to the instantaneous
channel quality. This means that always the specific mode
(i.e., the combination of code bookV⋆ and redundant index
assignmentΦ⋆(·)) will be selected which offers the highest
parameter SNR.

In addition, as a reference theoptimum performance theo-
retically attainable(OPTA) as defined in [44], [45] is depicted
for a scalar Lloyd-Max quantizer (LMQ) and auto-correlated
samples (ρ = 0.9). It can be seen that the adaptive multi-mode
system offers a performance that is very close to the optimum
in moderate and good channel conditions. The depicted OPTA
limit has been approximated using the low-distortion assump-
tion and is only tight for a parameter SNR> 12.8dB [44]
(the high-distortion regime is indicated by the dashed linein
Fig. 6).

In contrast to prior adaptive multi-mode joint source-
channel coding systems like the GSM-AMR (adaptive multi-
rate) [46], [47], the (inner) channel coding component does
not need to be adapted. The number of data bitsx provided
to the channel encoder is the same for all combinations.

V. CONCLUSIONS

In this article we discussed EXIT chart based system design
for ISCD with FLCs. First, we analyzed the overshooting
effect of the decoding trajectory which is mainly due to inter-
frame parameter correlation. This had not been taken into
account in classic EXIT charts so far. We proposed a novel
extension to the EXIT chart technique, yielding an EXIT
trajectory bound which provides a significantly better limit
for the ISCD decoding trajectory. In the second part of the
paper, the EXIT chart technique and its new trajectory bound
extension have been applied for the design and the analysis of
several advanced ISCD system configurations. This includes
regular and irregular redundant index assignments, which yield
significant performance improvements in terms of parameter
SNR. We have shown how unequal error protection capabilities
can be incorporated into the system design. Finally, a multi-
mode ISCD system which operates close to the theoretical
OPTA limit has been presented.
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