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Abstract. One of the main problems of echo cancellation techniques — such as the normalized least mean square algorithm (NLMS
algorithm} [1] — is that the convergence properties degrade for colored signal input such as speech signals. The introduction of [inear
prediction filters into the structure of the conventional echo canceller represents one approach to decorrelate the speech signal. Various
attempts have been proposed, which achieve an acceleration of convergence speed by this prewhitening technique [2-5]. An alternative
algotithm, named excited LMS or BLMS algorithm [6], performs an orthogonalization of the input signal by applying perfect sequences
{7] a5 additional excitation signal, which can provide perfect i.e. maximum speed of convergence. This contribution presents a modified
structure of the echo canceller, which combines the ELMS-algorithm with linear prediction techniques. The combination of both algorithms

also superposes the improvements achieved for each approach.

1.

Adaptive echo cancellers are currently being studied for applica-
tions such as audio teleconference systems or hands-free telephone
sets with high speech quality [1]. The purpose of the eche control
is to eliminate the acoustic feedback from the loudspeaker to the
microphone.
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Figure 1: Conventional echo canceller

According to Fig. 1 the acoustic echo path from the loudspeaker
to the microphone is represented by the impulse response g. The
compensation filter g(i) of length N, where § denotes the time,
simulates the acoustic echo path to synthesize a replica §(i} of
the echo. Then the replica is subtracted from the superposition of
the echo y(i) and the near-end speech signal s(1).

The NLMS algorithm, or normalized least-mean-square algo-
rithm [1}], represents the most common implementation to adapt
the compensation flter:
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One of the main problems of the NLMS algorithm is that the
adaptation is driven by speech signals, i.e. colored signals, which
reduces the convergence speed significantly. To overcome this
drawback different approaches have been proposed to orthogo-
nalize the adaptation signais e.g. [2-6]. In this contribution two
of these algorithms are combined into one structure.

*  The excited LMS or ELMS algorithm [6] represents one
method lo accelerate convergence speed by orthogonalizing
techniques. It is characterized by its modified input signal,
where a perfect sequence §(i) with a certain level K is
periodically added to the original far-end signal z(3).

. In an alternative approach linear prediction filters are intro-
duced in the adaptation process [3]. The improvement of
this algorithm is due to the decorrelation of the adaptation
signals.

The following paragraphs 2 and 3 outline the principle concepts
of the two approaches. Subsequently, paragraph 4 contains the
introduction of the combined structure. Based on computer sim-
ulations the results of the new concept are finally analyzed and
discussed.

2. Excited LMS Algorithm

Especially, the geometric interpretation of the NLMS algorithm
[8] iHustrates one of the main problems of the NLMS algo-
rithm, i.e. the degradation of convergence speed for colored sig-
nal input such as speech signals. The convergence properties
of the adaptation process depend on the angle of consecutive
compensation filter veetors g(i}, z{i—1). For @ = 1 per
fect adaptation, ie.¢(i}) = g, is achieved, if N consecutive
vectors z(i), g(f — 1), ..., z(i — N + 1) are orthogonal in the
N-dimensional vector space.

For this reason 2 white noise process, which is orthogonal
in the infinite-vector space, represents an improved excitation
signal compared fo a speech signal. However, if we consider
the N-dimensional vector space, only quasi orthogonality is
achieved.



Perfect sequences [7] are characterized by their periodic auto-
correlation function which vanishes for all out-of-phase values,
i.e. all N phase shifted perfect sequences are orthogonal in the
N—dimensional vector space.

—+ Perfect sequences represent an optimal
excitation signal for the NLMS algorithm.

Fig. 2 confirms these results by summarizing the system distance
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Figure 2. System distance for different input signals
(@ =1, N =1023, s(i) =0, sce Fig. 1)
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The special properties of perfect sequences are exploited within
the excited LMS algorithm or ELMS algorithm [6], which is
characterized by its modified input signal

zp(i) = Kp(i) + =(i)

A perfect sequence 5(f) with a certain level K is periodically
added to the original signal z($). Note, that periodic sequences
are herein marked with a tilde to distinguish them from related
aperiodic sequences or functions. Due to the superposition of z(3)
and (1) and its orthogonal characteristics the perfect sequence
fills in the gaps of the spectrum of the speech signal x{i), which
can be interpreted as a prewhitening technique. The equations
of the ELMS algorithm for compensation and adaptation are as

follows: T
§(1) = s(2) + (g — el3) "z,(9)
. . 3(5) 2,(1) @
e(i+1) = (i) +a ——2—
Ot el

Fig. 2 depicts the performance of the ELMS algorithm for differ-

B{z%({) . . .
BTE A0 (dashed lines). Obviously, with
decreasing power ratio or with increasing loudness level of the
perfect sequence the performance of the echo canceller is im-

proved. On the other side the power of the perfect sequence must

ent power ratios
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be limited to keep the subjective annoyance for the near-end lis-
teners sufficiently small, The consideration of both requirements
leads to a power ratio of 40 dB as an appropriate compromise.

For a practical implementation of the ELMS algorithm the ad-
ditional computational complexity is negligeable, while N addi-
tional storage locations are required for the storage of the perfect
sequence.

3. Decorrelation with Linear
Prediction Techniques
In [3] a concept has been proposed improving the convergence

behavior of gradient acoustic echo cancellation for hands-free
telephone sets by linear prediction techniques.
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Figure 3, Echo canceller with linear prediction techniques

As illustrated in Fig. 3 the basic structure of the conventional
echo canceller was maintained; only in the adaptation paths of the
compensator linear prediction filters are inserted, Consequently,
the compensation is performed as usual, while the adaptation
process is driven by prediction residuals:

22 (i)

The P coefficients of the prediction filter (i) are blockwise
calculated, where am{f) represents the m coefficient at time
instant i. Due to 2 special refiltering operation some additional
time dependencies are eliminated by using the refiltered signals
zi{i) and s';(:"l according to:
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— §(i) = Z_) am (i) (s(i = m) + [g - 2] ali ~ m))

In this approach the adaptation of the compensation filter gfi)
is performed in the residual signal domain, i.e. with decorrelated
signals, which results in an improved performance of the echo
canceller.

Applying the mathematical derivation proposed in {9] the com-
putational complexity can be reduced to an order of 2N, which is
mainly the same complexity as for the NLMS aigorithun. How-
ever, in this concept vector z (i) has to be stored, so that N
additional storage locations are reguired.



4. Combined Approach

in this section a modified structure is introduced, which combines
the two orthogonalizing techniques described above. As depicted
in Fig. 4 the corresponding block diagram includes the addition
of a periodic perfect sequence K j(f) as well as lnear prediction
techniques.
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Figure 4. Combined algorithm

In order to recover the perfect sequence after the linear prediction
filter for the adaptation process, K (i) is first inverse filtered by
the LPC-synthesis filter. So besides the gain due to the super-
position of both algorithms, the perfect sequence (1) is spectral
shaped according to the speech signal z(3), see Fig. 5. The shap-
ing of the perfect sequence reduces the audible distﬂrtionzfor the
E{27(i)
B{RAFE()}]
which is responsible for the subjective annoyance, can be de-
creased to further improve the performance of the echo canceller,

near-end listeners. Consequently, the power ratio
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The equations for compensation and adaptation result in:
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Due to the small additional effort for the two orthogonalizing tech-
niques the computational complexity of the combited approach
is mainly determined by the operations of the NLMS algorithm.
H‘owwer, the storage of the perfect sequence as well 2s vector
z,{3) requires 2NV additional storage locations.

5. Performance

In order to verify the performance of the proposed echo canceller
all concepts were examined by computer simulation for two test
conditions. The results of the four concepts — the conventional,
the two separate orthogonalizing techniques and the combined
approach — are summarized in Fig. 6 a) and b), where each
curve represents an average out of eight simulations of 4 seconds
duration.

In addition the NLMS algorithm and the concept applying
linear prediction filters were performed with a second modified
initialization procedure. In these algorithms a perfect sequence
was applied for the first N iterations, to reduce the effect of the -
initialization phase and to make the comparison more objective.

Fig. 6 outlines that with respect o the conventional NLMS
algorithm both approaches applying orthogonalizing technigues
show an improved performance. The combination of both tech-
niques further improves the performance of the digital echo can-
celler. In comparison to the NLMS algorithm the system distance
of the combined concept is decreased by 10.3 dB for the single
talk condition and 8.7 dB for double talk. If the special initial-
ization phase is applied the improvements of the system distance
still range in an order of 5.5 dB and 3.9 dB, respectively.
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Figure 5, Speciral shaping of the perfeet sequence according to the speech signal
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