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Abstract. Due to complexity and delay constraints a usu-ity distribution, an autocorrelation or a cross correlatidhe

ally significant amount of residual redundancy remains insource codec parameters can be, e.g., scale factors ocpredi
the source samples after source coding. This residual redurior coefficients for speech, audio and video signals. Delay
dancy can be exploited by iterative source-channel degpdinor complexity constraints prevent a complete removal of the
for error concealment and quality improvements. One keyesidual redundancy and therefore, in practice a quiteslarg
design issue in joint source-channel (de-)coding is theind amount of residual redundancy remains in the source codec
assignment. Besides conventional index assignments opgiarameters which can be exploited by ISCD.

mized index assignments have been developed, e.g., consid-
ering zeroth or first order a priori information of the source
samples. However, in real-world scenarios it is unlikelgtth

One major design issue in ISCD systems is the index
assignment. Besides the traditional index assignments for

X . : oniterative systems, such as natural binary or Gray, opti-
the amount of residual redundancy is constant over time and Y y Y, OP

thus it may occur that the just deployed index assignmenrplzed index assignments have been developed that take into

) . . . : account the possible feedback due to the Turbo loop between
is suboptimal at times the residual redundancy differs tog . :

L - . channel decoder and SDSD. In [5, 6] index assignments have
much from the amount that it is optimized for. In this paper,

- . . . . bgen introduced that are optimized considering a nonuni-
the performance of optimized index assignments is examingg. probability distribution, i.e., the zeroth order aqoii

that consider first order a priori knowledge under such sub-. . .
. o information, of source samples. Further enhanced index as-
optimal conditions. . . :
signments have been presented in [7] and the corresponding
optimization process even takes the first order a prioririnfo
mation, e.g., the autocorrelation, of the source samptes in
Keywor ds account. This paper focuses on the latter type of index as-

signments.
Iterative Source-Channel Decoding, Optimized Index

Assignments, First Order A Priori Knowledge In general, an index assignment is chosen in advance

and is not exchanged during a transmission, otherwise side
information has to be transmitted to notify the receiveihef t
change. However, in this paper the index assignment is as-
1. Introduction sumed to be constant during a transmission. If it is a priori
) . . known that the source codec parameters bear a specific over-
Since the discovery of Turbo codes [1], which allow g autocorrelation an appropriate index assignment can be
for channel coding close to the Shannon limit with moder-;pplied exploiting this autocorrelation. But since the mos
ate complexity, the Turbo principle of exchanging extrin-gignals have a time-varying autocorrelation it has to be ex-
sic information has been extended to various component§mined how much the performance degrades, if the signal

of the receiver chain. Iterative source-channel decodingq rejation does not match the correlation the index assign
(ISCD) [2, 3] is such an extension. Instead of a concateément is optimized for.

nation of two or more channel decoders a channel decoder ] ) o .
and a soft decision source decoder (SDSD) [4] are itergtivel At first, the underlying ISCD transmission scheme is
combined exchanging extrinsic information. Unlike Turbodescribed in Section 2. Since in this paper the performance
channel decoding that aims at minimizing the bit error ratef the index assignments that consider first order a priori
ISCD mainly aims at error concealment and signal restorgknowledge will be under examination, more details on this
tion which is not necessarily connected to a lower bit errofoPic will be given in Section 3. In Section 4 the perfor-
rate, but to a higher parameter SNR. ISCD exploits the &1ance (degradation) of the ISCD system is shown by means
priori knowledge on the residual redundancy of the sourc®f simulation results utilizing the index assignments unde
codec parameters that remains after imperfect source coguboptimal conditions.

ing. The a priori knowledge can be a nonuniform probabil-
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Fig. 1. Baseband model of ISCD with LDPC codes.

2. Iterative Sour ce-Channel Decoding a second component that provides extrinsic information ac-
. . cording to the Turbo principle (e.g., a soft decision source
~ The baseband model of the utilized ISCD transmisyecoder (SDSD) as in this paper), extrinsic information can
sion scheme is depicted in Fig. 1. Source codec paraygy pe exchanged between subframes. Such concatenated
metersu are generated by a Gauss-Markov source, With ppe codes approach very well the performance of long
an inherent autocorrefation in order to obtain compara- sngjithic LDPC codes of the same frame size [10]. The
ble and reproducible results. . At time instant K SOUrce  harformance of the concatenated LDPC code strongly de-
codec parametersy, , are assigned to one framg with — yonqs on the performance of the short code. Therefore, the
k=0, 1,... K — 1denoting the positionin the frame. Inthis g4t code has to be chosen carefully. As short LDPC code a
paper the autocorrelatignis constant in order to simulate a (21,11) difference set cyclic (DSC) code [11] is used. DSC
fixed mismatch between the correlatipn of the transmit- .o qas feature a high minimum Hamming distance, and espe-

ted source parameters and the assumed correlaiianthe g1y at short block lengths they can outperform compaabl
receiver. The autocorrelation takes on values from a f'n't?)seudo-random LDPC codes [12].

set, e.g.p € {0.0, 0.1,...0.9}. The value-continuous and

time-discrete source samples , are each quantized to a The resulting codeword is denoted gswith bits y,
quantizer reproduction level, . € U, whereU is the quan- Which are mapped to bipolar bifse {+1} for BPSK trans-
tizer codebook. To eacty, , a unique bit patters;, . of A/~ Mission with symbol energy; = 1. We choose the simple
bits is assigned according to the utilized index assignmenBPSK modulation scheme, since modulation is no design is-
The single bits of a bit patterry, , are indicated by:\"” ~ SU€in this paper.

withm=0, 1,... M — 1, and the frame of bit patterns is de- On the channel, the signélis superposed with addi-
noted ax. Three parameter SNR optimized index assigntive white Gaussian noise (AWGM)with the known power
ments considering first order a priori knowledge (SOAK1)spectral density? = Ny/2, i.e., z = jj + n. The received

are used and the natural binary (NB) index assignment servégmbols: are evaluated in a Turbo process, in which extrin-
as areference. The SOAK1 index assignments are optimizegic reliabilities between the LDPC decoder and the SDSD
for different source correlations, thus they are referceds  are exchanged. Utilizing LDPC codes results in an addi-
SOAK1(p). tional iterative loop in the LDPC decoder, in which extrin-
sic information is exchanged between the variable nodes and

The bit interleaverr scrambles the incoming frame. ’ A
the check nodes. These iterations are denoted as LDPC-

of bit patterns tox_ in a deterministic manner. To sim-

plify the notation, we restrict the interleaving to a singee ~ terations.
frame.with indexr and o.mit the time frame index in the Details about the ISCD receiver can be found in [2, 3,
following where appropriate. 13]. The LDPC decoder uses the belief propagation algo-

For the channel encoding of a frankeof interleaved rithm [14, 9] to generate extrinsic information. The SDSD

bits wez we utilize LDPC codes. which were first proposeddetermines the extrinsic information mainly from the nat-
by Gallager [8] and rediscovered by MacKay [9]. LDPC ural residual source redundancy, which generally remains
codes have a very high error correction capability with-iter I the bit patternsc,, after source encoding. Such residual
ative decoding that is very close to the Shannon limit. Theifedundancy appears on parameter-level, e.g., as a nonuni-
performance is comparable or even superior to that of corf@'M distribution?(u), in terms of a correlation, or as any

volutional Turbo codes. In this paper we use a modificaother possible time-dependencies. The latter terms al+esi

tion of short LDPC codes as presented in [10]. Identical inU@l redundancy are generally approximated by a first order
stances of a short LDPC code are combined to a long LDP&arkov chain, i.e., by exploiting the conditional probabil
code, whose frame size is flexible in multiples of a subframd!i€S P(xx[xx—1). These conditional probabilities heavily
size, i.e., the frame size of the short LDPC code. By seridepend on the source correlation. For specific source cor-

ally concatenating the subframes with a bit-interleavet an relations, e.g.,p=1{0.0, 0.1, ...0.9}, they can be calculated
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once in advance. The technique how to combine this a pr}-|ngex Assignment {x}10=T (2)
oriinformationP (xy|x;—1) on parameter-level with the soft
input valuesP%4_(x) on bit-level is also well known in the | natural binary (NB) 0,1,2,3,4,5,6,7

literature. The algorithm for the computation of the exdiin

PRI (x) has been detailed, e.g., in [2, 3, 13]. As a qualf
ity measure we consider the parameter signal-to-noise ratj parameter SNR optimized (SOAK1p=0.7 | 0,1,3,2,6,4,5,7
(SNR)

p=0.0 | 0,1,3,2,7,6,4,5

=09 | 06513247
E{lul®} P

P =10log;, F{lu—af] " Q)

Tab. 1. Index assignment§' : @ — x from QQ = 8 quantizer
levelsa(®), 4 =0, ... Q—1, to bit patternsc with A/ =3
. bits.
3. Index Assignments

~ Theindexassignmentis a major design factor influencyy orger to determine the overall noise energy, each term

ing the performance of ISCD transmission systems. Sever . —1i,|? has to be weighted by the probability of its occur-

conventional index assignments already exist, such as ”a%nceP(ﬁT,aT,aT,l) and has to be summed up. Finally,

ral binary (NB) or Gray [15]. They are well-suited for nonit- {he nojse energy function has to be minimized either by an

erative systems [13, 6, 5], but they exhibit only a suboptimagyhaustive search for small values if (M < 4) which

performance in ISCD. yields a global optimum or by the binary switching algo-
In this paper we consider only bit patterns consistingithm [16, 5, 13] which may lead to a local optimum only.

of M =3bit that are assigned 1@ =2 =8 quantizer lev-

els. The utilized index assignments are listed in Table 1, bu

first, the optimization algorithm shall be briefly explained . .

which has been introduced in [7] and can be found in morél. Simulation Results

detail there. According to the notation in [13], the index ) .

assignment” : @ — x is given in the corresponding dec- N Fig. 2 the parameter SNR performance of ISCD uti-

imal representatiofix }1 for an increasing quantizer level lizing the optimized m_dex aSS|gnme_nts IS compare_d to the

. The quantizer levels are consecutively numbered i eOne using the conventional natural binary index assignment

' e parameter erformance is shown for various com-
Thep ter SNR perf hown f

U(oy, U1y, - - - u(yy for @ = 8. Thus, the decimal notation " ™ * X )
of the index assignment, e.g., SOAKL fer=0.9 is (cf. Ta- binations of the source paramete_r correlation at .the transm
ble 1) ter pr and the assumed correlation at the recejyer For
exploiting the residual redundancy at the receiver it is-nec
iy — ({x}10=0= {x}>2=000) essary that the source parameter correlation is known at the

receiver. To that end, the source correlation either hagto b
transmitted as side information or it has to be estimated at
the receiver. The latter approach has turned out to be very
- N precise and easy to implement. However, in this paper, the
um = ({xho=7= {x}2=111). mismatch betweepr andpr is preset.

Parameter SNR optimized index assignments that take A reference parameter SNR @1 —=13dB is as-
into account first order a priori knowledge are generated bgumed at which the parameter SNR performances shall be
minimizing the overall noise energy function [7] compared. The parameters emitted by the Gauss-Markov
0 e )
lSoAKY _ @ source §“=1) exh|b|t|ng a source correlation qrfT_, are
grouped to frames of siz& = 330 and are quantized by
1 M . o . an 8-level Lloyd-Max quantizer (LMQ) resulting in 990 un-
30 Y>> > Plir,ur,8,1) @, —[>—>min,  coded bits per frame. After channel encoding this yields
arelUm=1a,_,€U 1890 coded bits per frame. On the receiver side’S)®
. . I o _ iterations are performed, which means that during each of
with P(UT’,UT’ UZ@) _ P(UT|UT’1)P(UT|UTT1)P(UT’1)' the six iterations between LDPC-decoder and SDSD three
The term|a, — @,|* corresponds to the noise energy, that . : .
o L . S LDPC-iterations between the variable nodes and the check
originates from estimating the quantizer levelinstead of

. o - nodes of the LDPC-decoder are carried out.
the correct quantizer level, at time instantr. u. corre-
sponds to the bit pattern that differs from the bit pattern of The set of curves in Fig. 2 that is labeled by
@, only at positionm. Bothu, and, are assumed to have (pr, pr) = (Vpr,0.0) shows the scenario, in which no corre-
the same predecessef_;. Also only single bit errors are lation is exploited at the receiver, independently of thialc
taken into account, since the system is generally supposeurce correlation. This is also the current state of taday’
to operate in good channels, in which the probability of twotransmission systems where the available correlationtis no
or more bit errors occurring in one bit pattern is negligible utilized at the receiver in order to enhance the signal uali

aay — ({x}o=6%= {x}>=110)
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AEL/ND ~ 0.6dB AE[,/NO ~ 0.45dB

5. Conclusion

15 T T
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In this paper the performance of iterative source-
channel decoding utilizing optimized index assignments ha
been analyzed. The studied index assignments are optimized
with respect to the parameter SNR and by considering first
order a priori knowledge. The simulation results show that
high gains are achievable if the source parameter correla-
tion is high and if the correlation at the receiver matches.
With optimized index assignments additional gains can be
achieved compared to conventional index assignments. In
case the assumed correlation at the receiver is higherftlean t
source parameter correlation, high deteriorations canrocc
depending on how mismatched the correlations are. Thus,
depending on the dynamics and the amount of correlation of
the source codec parameters, either the optimized or the con
Fig.2. Parameter SNR performance of source correlation op- Ventional index assignments are better suited. The index as

timized index assignments SOAK(p) in combination  signments optimized for high correlations perform better i
with an autocorrelation mismatch. o systems with a high and slowly varying source correlation,
Frame sizeK = 330, 8-level LMQ, (L3S)¢ iterations. . . . .

while the conventional index assignments have an advantage

== SOAKL(p=0.9), —¥— SOAKL(p=0.7), . ) . . .
—©- SOAmEZ:o.og —— NB (refsgprence))_ in systems with fast and high source correlation fluctuation

10¢ (pr, pr)=(0.9, 0.9) ‘
(pr, pR)=(VpT,0.0)

(pr.pr)=1(0.0, 0.9)

Parameter SNRIB]

Ey /Ny

In this case the three curves for NB, SOAl0.0) and

SOAK1(p=0.7) show about the same performance, Wh”eAcknowledgments
for SOAK1(p=0.9) a degradation o , /v, ~ 0.6dB can
be observed. The author would like to thank the head of the Institute

The leftmost set of curves shows the case in whichOf Communication Systems and Data Processing at RWTH

pr=pr=0.9 are matching. Such high values fpr are Aachen University, Professor Dr.-Ing. Peter Vary. The un-

. derlying work of this paper is the result of a diploma thesis
not unusual for several source codec parameters in cuf-

rent communication systems like GSM or UMTS. The pa-Whi.Ch has been qa_rried out a_t his institut_e. For the support
- : . during the supervision of the diploma thesis the author doul

rameter SNR optimized index assignment SOAKZ0.9) like to thank Dr-Ina. Thorsten Clevorn

yields the highest gain ofAg, v, ~ 0.6dB compared ~ing. '

to the reference index assignment NB. The gain of

SOAK1(p=0.7) is already negligibly small and the perfor-

mances of SOAK(lp=0.0) and NB are almost the same. Refer ences

However, this shows that if the source parameters exhibi

a certain amount of correlation it is definitely expedient to

exploit it.

The rightmost set of curves labeled by
(pt,pr)=(0.0, 0.9) displays the performance of the
scenario in which the source parameters are uncorrelated,
but the receiver assumes a high correlatigr=€0.9).
When pr>pr a high performance degradation occurs [3]
for all index assignments, but for NB the least and for
SOAK1(p=0.9) the highest degradation can be observed.
However, this scenario is very unlikely, since the coriefat
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